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Abstract—Recommendation systems employed on the Internet aim to serve users by recommending items which will likely be of interest to them. The recommendation problem could be cast as either a rating estimation problem which aims to predict as accurately as possible for a user the rating values of items which are yet unrated by that user, or as a ranking problem which aims to find the top-$k$ ranked items that would be of most interest to a user, which s/he has not ranked yet. In contexts where explicit item ratings of other users may not be available, the ranking prediction could be more important than the rating prediction. Most of the existing ranking-based prediction approaches consider items as having equal weights which is not always the case. Different weights of items could be regarded as a reflection of items’ importance, or desirability, to users. In this paper, we propose to integrate variable item weights with a ranking-based matrix factorization model, where learning is driven by Bayesian Personalized Ranking (BPR). Two ranking-based models utilizing different-weight learning methods are proposed and the performance of both models is confirmed as being better than the standard BPR method.
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I. INTRODUCTION

With the rapid growth of the Web, people are inundated with massive information. Recommendation systems have become essential tools to assist users to discover the information they may be interested in and as such have been widely accepted by them [1]. The objective of the recommendation task can be treated either as a rating estimation problem which aims to predict the ratings for unrated user-item pairs as accurate as possible, or as a ranking problem which aims to find unrated items with the highest prediction score to a given user [2]. Both rating and ranking methods are widely studied in the literature. However, many current works have switched from developing more accurate rating prediction models to ranking-oriented models, especially in the case when explicit feedback of numerical rating is not available [3].

No matter rating-based or ranking-based, the recommendation models rely on users’ past feedbacks, which are either explicit (ratings, reviews, etc.) or implicit (clicks, browsing history, etc.). In many recommendation scenarios, explicit rating data is sparse or even non-existent, since users are usually reluctant to spend extra time or effort on supplying that information. In such cases, the preference of users could be approximated by their implicit feedback. Compared with explicit feedback information, implicit feedback is closer to the real-industry perception of the problem and potential recommendation solutions, where the feedback data may be collected automatically at a much larger and faster scale with no user efforts needed [3].

Matrix Factorization (MF) has been a prior choice for solving recommendation problems due to its simplicity and outstanding performance in its capacity to yield maximum likelihood estimations of rankings or ratings for unconsumed user-item pairs. The MF based recommendation algorithms could be classified into rating-based or ranking-based approaches. The ranking-based approaches – the so called pointwise regression methods – try to learn vectors of latent features of both users and items by minimizing a pointwise square error to approximate the rating matrix [4]. The ranking-based approaches – known as pairwise ranking methods – assume that a user prefers consumed items to unconsumed ones; thus they take pairs of items (consumed and unconsumed) for a user as basic unit and then try to maximize the likelihood of pairwise preference over consumed items and unconsumed items for that user [5]. Another advantage of the MF methods, whether rating-based or ranking-based, is their ability to incorporate additional information [6]. Many studies in the literature have been done to integrate various types of information with rating-based MF models, e.g. [6-9]. However, few studies have been done to exploit additional information for ranking-based MF.

Bayesian Personalized Ranking (BPR) is the most widely used ranking-based optimization approach and it has been experimentally proven to outperform the pointwise methods [5]. However, one problem with the BPR is that it assumes that all items have the same weight when the pairwise differentials between items for a certain user are computed. It is common knowledge that in recommendation scenarios the items importance may vary relative to one another due to their popularity or other features. Based on these observations, in this paper, relying on implicit feedback data and its exploitation, we propose to combine the pairwise MF based on BPR [5] with the item weights, which are learnt using item bias and PageRank, in a unified model. We compare the proposed unified models with the traditional BPR approach and the experimental results show that both proposed models have better performance.
The rest of the paper is organized as follows. Section II introduces the BPR-based MF approach and reviews the collaborative filtering that utilizes item weights. Section III describes the proposed recommendation models, whereas Section IV presents their experimental evaluation. Finally, Section V concludes the paper.

II. RELATED WORK

A. Matrix Factorization Based on Bayesian Personalized Ranking

BPR is the state-of-the-art ranking model for implicit feedbacks, which (experimentally) has shown much better performance than the pointwise methods [5]. It assumes that a user prefers a consumed/viewed item to an unconsumed/unviewed item, trying to maximize the following posterior probability [5]:

$$p(\Theta | R) \propto p(R | \Theta) p(\Theta)$$

where $R$ is the rating matrix, $p(R | \Theta)$ represents the likelihood of the desired preference structure for all users according to $R$, and $\Theta$ represents the parameters vector of an arbitrary model. Thus, BPR is based on pairwise comparisons between a small set of positive items and a very large set of negative items from the users’ histories. It estimates parameters by minimizing the loss function defined as follows [5]:

$$O = -\sum_{u \in U} \sum_{i \in R_u} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{ij}) + \lambda \|\Theta\|^2$$

where $\sigma(x)$ is the sigmoid function, $\lambda$ is the regularization parameter. $\tilde{r}_{ui}$ and $\tilde{r}_{ij}$ denote the rating score for positive item $i$ and negative item $j$ using the selected rating model, respectively.

For item ranking from implicit feedbacks, the MF using BPR learns the rank approximation to the original implicit feedback matrix, resulting in two low-rank matrices $P$ and $Q$. Therefore, the rating score of a user $u$ to an item $i$ is computed as:

$$\tilde{r}_{ui} = P_u Q_i$$

And the objective function for the BPR-based MF is:

$$O = -\sum_{u \in U} \sum_{i \in R_u} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{ij}) + \lambda (\|P\|^2 + \|Q\|^2)$$

where $\sigma(x) = 1 / (1 + \exp(-x))$.

B. Collaborative Filtering with Additional Information

Collaborative filtering (CF) is the most popular recommendation approach, and it is classified into two primary areas: latent factor models and neighborhood-based methods [6]. Matrix factorization (MF) is the most widely used latent factor model due to its competitive advantage which is the ability to incorporate additional information. Different type of information has been exploited for integration with the MF model. Koren, et al. [6] propose to add user- and item bias information to the rating-based MF model. These authors also propose to consider both the explicit- and implicit influence of user-item ratings in the rating-based MF model, called SVD++, which achieves more accurate results than majority of the recommendation models [7]. Neighborhood information has been also considered for incorporation into the MF models. Guo, et al. [10] propose a neighborhood-based MF technique which integrates item neighborhood with the standard rating-based MF. Similarly, Zheng, et al. [11] propose to consider user neighborhood for integration with the rating-based MF.

Different types of information have also been exploited for integration with the neighborhood-based CF approaches. Gao, et al. [12] claim that the importance of user’s recommendation should vary to one another, since some users may be more important than others in a social group. These authors propose a user rank approach, which incorporates user weights into the computation of item similarities and differential for item-based K-nearest neighbor (KNN) and Slope One, respectively. User’s trust information has also been utilized for incorporation with the item-based CF [13], where trust information is used in the process of item similarity computation.

In this paper, we propose to integrate item weights, which are learnt only based on the user-item interactions, with the ranking-based MF model to improve the performance of item ranking.

III. LEARNING TO RANK WITH ITEM WEIGHTS

Most of the current ranking-based MF models treat items as having equal weights. However, it is common sense that some items are more popular than others and thus are of higher importance. In this section, we explore the item weight influence for MF using the BPR model. In the BPR-based MF model, for a given user, it is assumed that the rating score of an observed item is higher than that of unobserved ones, and an attempt is made to maximize the predicted rating differential in the model learning process. This predicted rating differential should be influenced by not only the user- and item factors differential but also by the item weight differential. Based on this hypothesis, two item-weighted BPR-based MF models for implicit feedbacks are proposed in the following subsections.

A. Weighted item ranking with item bias

Inspired by the pointwise MF technique [6], we first propose to utilize item bias to learn item weights. Therefore, the predicted rating for user $u$ to item $i$ is given as:

$$\tilde{r}_{ui} = P_u q_i + b_i$$

where $b_i$ denotes the item weight. Thus, the objective function of the BPR optimization method is presented as:

$$O = -\sum_{u \in U} \sum_{i \in R_u} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{ij}) + \lambda (\|P\|^2 + \|Q\|^2)$$

We employ stochastic gradient descent (SGD) [14] to estimate the parameters, which are updated as:

$$\nabla O = \sum_{u \in U} \sum_{i \in R_u} \left( \frac{d}{d \theta} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{ij}) \right)$$

where $\theta$ represents the parameters vector of an arbitrary model. Thus, BPR is based on pairwise comparisons between a small set of positive items and a very large set of negative items from the users’ histories. It estimates parameters by minimizing the loss function defined as follows [5]:

$$O = -\sum_{u \in U} \sum_{i \in R_u} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{ij}) + \lambda \|\Theta\|^2$$

where $\sigma(x)$ is the sigmoid function, $\lambda$ is the regularization parameter. $\tilde{r}_{ui}$ and $\tilde{r}_{ij}$ denote the rating score for positive item $i$ and negative item $j$ using the selected rating model, respectively.

For item ranking from implicit feedbacks, the MF using BPR learns the rank approximation to the original implicit feedback matrix, resulting in two low-rank matrices $P$ and $Q$. Therefore, the rating score of a user $u$ to an item $i$ is computed as:

$$\tilde{r}_{ui} = P_u Q_i$$

And the objective function for the BPR-based MF is:

$$O = -\sum_{u \in U} \sum_{i \in R_u} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{ij}) + \lambda (\|P\|^2 + \|Q\|^2)$$

where $\sigma(x) = 1 / (1 + \exp(-x))$.

B. Collaborative Filtering with Additional Information

Collaborative filtering (CF) is the most popular recommendation approach, and it is classified into two primary areas: latent factor models and neighborhood-based methods [6]. Matrix factorization (MF) is the most widely used latent factor model due to its competitive advantage which is the ability to incorporate additional information. Different type of information has been exploited for integration with the MF model. Koren, et al. [6] propose to add user- and item bias information to the rating-based MF model. These authors also propose to consider both the explicit- and implicit influence of user-item ratings in the rating-based MF model, called SVD++, which achieves more accurate results than majority of the recommendation models [7]. Neighborhood information has been also considered for incorporation into the MF models. Guo, et al. [10] propose a neighborhood-based MF technique which integrates item neighborhood with the standard rating-based MF. Similarly, Zheng, et al. [11] propose to consider user neighborhood for integration with the rating-based MF.

Different types of information have also been exploited for integration with the neighborhood-based CF approaches. Gao, et al. [12] claim that the importance of user’s recommendation should vary to one another, since some users may be more important than others in a social group. These authors propose a user rank approach, which incorporates user weights into the computation of item similarities and differential for item-based K-nearest neighbor (KNN) and Slope One, respectively. User’s trust information has also been utilized for incorporation with the item-based CF [13], where trust information is used in the process of item similarity computation.

In this paper, we propose to integrate item weights, which are learnt only based on the user-item interactions, with the ranking-based MF model to improve the performance of item ranking.

III. LEARNING TO RANK WITH ITEM WEIGHTS

Most of the current ranking-based MF models treat items as having equal weights. However, it is common sense that some items are more popular than others and thus are of higher importance. In this section, we explore the item weight influence for MF using the BPR model. In the BPR-based MF model, for a given user, it is assumed that the rating score of an observed item is higher than that of unobserved ones, and an attempt is made to maximize the predicted rating differential in the model learning process. This predicted rating differential should be influenced by not only the user- and item factors differential but also by the item weight differential. Based on this hypothesis, two item-weighted BPR-based MF models for implicit feedbacks are proposed in the following subsections.

A. Weighted item ranking with item bias

Inspired by the pointwise MF technique [6], we first propose to utilize item bias to learn item weights. Therefore, the predicted rating for user $u$ to item $i$ is given as:

$$\tilde{r}_{ui} = P_u q_i + b_i$$

where $b_i$ denotes the item weight. Thus, the objective function of the BPR optimization method is presented as:

$$O = -\sum_{u \in U} \sum_{i \in R_u} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{ij}) + \lambda (\|P\|^2 + \|Q\|^2)$$

We employ stochastic gradient descent (SGD) [14] to estimate the parameters, which are updated as:
\[
x_{uij} \leftarrow \tilde{r}_{ui} - \tilde{r}_{uj}
\]
\[
b_i \leftarrow b_i + \gamma \left( e^{-x_{uij}} - \text{reg} B \cdot b_i \right)
\]
\[
b_j \leftarrow b_j + \gamma \left( -e^{-x_{uij}} - \text{reg} B \cdot b_j \right)
\]
\[
p_u \leftarrow p_u + \gamma \left( e^{-x_{uij}} (q_i - q_j) - \text{reg} U \cdot p_u \right)
\]
\[
q_i \leftarrow q_i + \gamma \left( e^{-x_{uij}} p_u - \text{reg} I \cdot q_i \right)
\]
\[
q_j \leftarrow q_j + \gamma \left( -e^{-x_{uij}} p_u - \text{reg} I \cdot q_j \right)
\]

where \( \gamma \) is the learning rate and \( \text{reg} B \), \( \text{reg} U \), \( \text{reg} I \) are the regularized term for the biased factor, user factors, and item factors, respectively.

\[\tilde{r}_{ui} = \alpha p_u q_i + (1-\alpha)w_i \] 

where \( \alpha \) is used to balance the influence of the original rating learnt from the MF model and the item weight, \( w_i \) is the normalized weight for item \( i \) learnt using the PageRank technique, with \( w_{(i)} = (PR(i) - \min(\text{PR})) / (\max(\text{PR}) - \min(\text{PR})) \), \( \text{PR} \) is the set of vectors representing item ranking using PageRank and \( PR(i) \) is the ranking score for item \( i \). 

\[PR = \alpha \cdot CM \cdot PR + (1-\alpha) \cdot \frac{1}{|V|} \cdot |I| \]

where \( CM \) is the item correlation matrix, \( V \) is the set of items, and \( \alpha \) is a decay factor. Details of the PageRank computing process can be found in [18].

The objective function using the BPR optimization model therefore is given as:

\[\mathcal{O} = - \sum_{u \in U} \sum_{i,j \in R_u} \ln \sigma(\tilde{r}_{ui} - \tilde{r}_{uj}) + \lambda \left( \sum_{i \in R_u} \|p_u\|^2 + \sum_{i \in R_u} \|q_i\|^2 + \sum_{j \in R_u} \|q_j\|^2 \right)\]

The parameters are updated using SGD [14] as:

\[x_{uij} \leftarrow \tilde{r}_{ui} - \tilde{r}_{uj}\]

\[p_u \leftarrow p_u + \gamma \left( e^{-x_{uij}} \alpha (q_i - q_j) - \text{reg} U \cdot p_u \right)\]

\[q_i \leftarrow q_i + \gamma \left( e^{-x_{uij}} \alpha p_u - \text{reg} I \cdot q_i \right)\]

\[q_j \leftarrow q_j + \gamma \left( -e^{-x_{uij}} \alpha p_u - \text{reg} I \cdot q_j \right)\]

### IV. EXPERIMETS

#### A. Experiment Setup

We evaluated the performance of the two proposed models on three different public datasets, namely FilmTrust [19], MovieLens-100k (ML-100k)\(^1\) and MovieLens-1M (ML-1M)\(^2\), with details presented in Table 1.

Since the FilmTrust dataset is very sparse, we regard every user–movie pair with rating as an observed interaction. However, for ML-100k and ML-1M, only ratings higher than 3 were kept as part of the observed positive feedback. After this pre-processing, the statistics of the three datasets are shown in Table 2.

#### B. Evaluation Metrics and Comparative Approaches

To evaluate the effectiveness of item ranking, the standard evaluation metrics for ranking-based approaches, such as mean absolute error (MAE) and root mean square error (RMSE) are not suitable. In this study, we deploy the well-studied top-k ranking metrics used for information retrieval evaluation, namely precision, recall, F1-measure, and normalized discounted cumulated gain (NDCG) [20] to the ranked lists found by our proposed models.

\[\text{Table 1:} \quad \text{Statistics (after pre-processing) of the three public datasets used in the experiments}\]

\[\text{Table 2:} \quad \text{Statistics (initial) of the three public datasets used in the experiments}\]

\(^1\) http://grouplens.org/datasets/movielens/100k/

\(^2\) https://grouplens.org/datasets/movielens/1m/
Precision indicates how many items are actually relevant among all recommended items. For a given user $u$, the precision value of a ranked recommendation list at position $k$ is defined as:

$$\text{Prec} @ k = \frac{1}{k} \sum_{i=1}^{k} \delta(x_u(i) \in I^\text{test}_u) ,$$

where $x_u(i)$ is the predicted ranking list for user $u$ and $I^\text{test}_u$ is the set of preferred items by user $u$ in the test set. $\delta(y) = 1$ if $y$ is true; otherwise $\delta(y) = 0$.

Recall gives the number of recommended items among all relevant items. For a given user $u$, the recall at position $k$ of a ranked recommendation list is defined as:

$$\text{Rec} @ k = \frac{1}{|I^\text{test}_u|} \sum_{i=1}^{k} \delta(x_u(i) \in I^\text{test}_u) ,$$

where $|I^\text{test}_u|$ is the number of preferred items by user $u$ in the test set.

The F1-measure is the harmonic mean of precision and recall [21], which is defined as:

$$F1 @ k = \frac{2 \times \text{Prec} @ k \times \text{Rec} @ k}{\text{Prec} @ k + \text{Rec} @ k} .$$

NDCG measures the quality of a recommendation model based on the graded relevance of the ranked items [22]. The NDCG value at position $k$ of a ranked item list for a given user $u$ is defined as:

$$\text{nDCG} @ k = \frac{1}{Z_u} \sum_{i=1}^{k} \frac{2^{\delta(x_u(i) \in I^\text{test}_u)} - 1}{\log(i + 1)} ,$$

where $Z_u = \sum_{i=1}^{k} \frac{1}{\log(i + 1)}$ is the normalization term.

To demonstrate the effectiveness of the proposed models, we compared their performance to the traditional BPR [5], which has been experimentally shown to have better performance than some well-known pointwise methods. We name our proposed models WBPR-bias (Section III.A) and WBPR-P2 (Section III.B), respectively.

C. Results and Discussion

The experimental results for the proposed recommendation models and the traditional BPR model are presented in Table 3, with learning rate equal to 0.02 and $\alpha$ equal to 0.8 for the WBPR-P2 model. As one can observe, both proposed models outperform the standard BPR-based MF model for all evaluation metrics, which indicates that the consideration of item weights has positive effect on the model performance.

Figure 1 shows the experimental results for precision vs. recall, based on the Movielens-100k dataset, for different

![Fig. 1. Precision vs. recall for the proposed weighted BPR models and the traditional BPR-MF model for the ML-100k dataset (d=10 and iterations=30).](image)
values of $k$, where $k$ denotes the size of the ranked list. The results clearly demonstrate that both proposed item-ranking-based models show better performance than the standard BPR-based MF model, over a range of top-$k$ values. For this dataset, the PageRank-based approach performs slightly better than the item bias-based approach.

V. CONCLUSION

This paper has proposed to incorporate item weights into the ranking-based matrix factorization (MF) approach for improving the performance of item ranking. Two weighted-item ranking recommendation models, based on the Bayesian Personalized Ranking (BPR), have been implemented and trialled. Experimental results confirm that the consideration of item weights in the BPR model helps improve the recommendation accuracy.
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