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Abstract

Early system requirements are often captured by declarative and property-based artefacts, such as scenarios and goals. While such artifacts are intuitive and useful, they are partial and typically lack an overarching structure to allow systematic elaboration of the partial behaviors they denote. We propose a structuring approach appropriate for scoping different partial behaviors, focusing on scenario-based behavior specifications. The approach is based on Parnas’ notions of ‘modes’ and ‘mode-classes’, where a mode is a set of states that satisfy some predicate, and a mode-class is a collection of disjoint modes that partitions the system’s state-space so that each state belongs to exactly one mode. There may be several mode-classes, in which case every state belongs to exactly one mode from each mode-class. We structure a scenario by partitioning its observed states into modes, allowing elaboration of the scenario’s parts independently without losing the overall system view. Having every scenario partitioned via a suitable mode-class, we merge the mode-classes constructively to build a single behavioural model of the system. The evidence presented here suggests that this facilitates early refinement and an improved coverage of requirements, as well as improved generation of system models from partial behaviors. We provide a sound formal model of modes, based on which we detail a novel technique to synthesize a prototype of system behavior, given a set of scenarios and corresponding mode-classes specifications as input.
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Chapter 1

Introduction and Research Strategy

1.1 Introduction

Software requirements development is a key engineering activity that takes place at early stages of software engineering projects. Design and implementations are typically stage-gated by the output of requirements development. Software engineers discover requirements inconsistencies too late in the development cycle, and modifying code at this stage significantly affects the project schedule and budget. To avoid these situations, engineers adopt semi-automated analysis to show inconsistencies in early requirements specification.

Different strategies exist, such as adopting incremental development techniques or building an early prototype of the software system for checking the possible mismatches and inconsistencies in requirements and also for design exploration purposes. This thesis is concerned with CASE techniques to help software engineers to discover inconsistencies in the given specifications of the system at early stages of the development lifecycle. These techniques are typically semi-automated and are typically used to generate analyzable output models of the system under development.

1.1.1 Prototyping vs Synthesis

A wide range of CASE techniques have been proposed to help in modeling software systems. Popular examples include informal techniques such as UML and MSC as well as more formal and theoretically founded techniques such as State Machines and Tabular Specification methods. In software engineering, these techniques are applied in two major areas, namely Prototyping

\(^1\)Computer Aided Software Engineering
and *Synthesis*, and they have been actively described in the computing literature.

A system *prototype* is a mock-up of the system and is typically built using technology that is different from the one used in final realization of the system (e.g., a different programming language). The prototype mimics general properties of the system-to-be, such as the user interface, look-and-feel, etc. and is used for user evaluations and feedback.

*Synthesis*, on the other hand, refers to generating a more elaborate model of the system, closer to the final realization of the system than a prototype. *Synthesis* is commonly understood in digital hardware design as the process of taking a high-level description of the system as input and turning it into a lower-level description; for example a silicon layout is synthesized from an algorithmic description (e.g., Verilog) of the Integrated Circuits chips. In general, Synthesis in digital hardware development is meant to be systematic and to have little or no manual interference.

### 1.1.2 Synthesis in Software Engineering

*Synthesis* is commonly understood in software engineering as a technical process to automate the generating of an implementation artefact from a given design model. The concept of *synthesis* in software engineering originally emerged in the development of compilers for computer languages. In compiler terms, executable code generation is well known as the *machine-code synthesis* phase of the compilation process [5]. This usage is consistent with the case of digital hardware design, where the output of the synthesis algorithm is an end implementation (or realization).

Inspired by (automated) machine-code generation in compilers, some CASE tools have emerged recently in industry to automate the generation of source-code from specific models [128]. Even though the source-code artefact is not the final implementation of the system, it has contributed to the automation of the development cycle and it is assumed to tie in directly into compilers to build a final implementation. Successful to some extent, this attempt has brought the power of *synthesis* techniques up one level in the development cycle, compared to machine-code generation in compilers. TargetLink® (www.dspaceInc.com) is an example of these tools where C language source-code is generated from synchronous data flow models such as Simulink® models (www.mathworks.com). Not surprisingly; these *source-code synthesis* tools stand on top of a lot of work on code *auto-generation engines* that have made their way into safety-critical applications [126]. Other example tools include IBM Rational tools (www.ibm.com) and the SCADE tool (www.esterel-technologies.com).

This trend of automating software engineering has recently made its way to earlier phases in the development cycle. Recent research efforts have focused on automating the design task by synthesizing design models of the system. Generally speaking, we can think of a *design model* as a
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not-fully-thought-through implementation of the system. Those not-fully-thought-through parts in the
model represent the high-level decisions about the observable behavior of the system, e.g., how the
system responds to external stimuli so that it satisfies (or does not violate) the system requirements.
The other “half” represent the implementation decisions. Automating the task of building such models
is the focus of this thesis.

In general, the task of synthesizing design-models accepts a set of requirements specifications as
input, and outputs an integrated behavioral model that have the following attributes: (1) exhibits (at
least) all the behaviors implied in the input requirements and (2) satisfies all the constraints assumed
by these requirements. More behaviors may well be introduced in the output model during the
synthesis process. Such additional information is a result of elaboration of requirements discovered
and/or decisions made by engineers to satisfy some design constraints.

The resulting models, besides serving as early prototypes for validating the requirements, are also
used for a variety of other purposes. For example, formal analysis techniques such as Model Checking
[33] can be applied to synthesized models for a comprehensive check of system-level properties such as
safety and liveness. Moreover, the synthesized models can be used as test oracles in the verification
activities during the development cycle. A more useful application of the synthesized model is to
auto-generate source-code directly from them, building on off-the-shelf code-generation.

Looking at the state-of-practice, software requirements specifications are often captured via
declarative specifications, such as Properties [77] and Goals [11, 90], and scenario-based specifications
[72, 103]. These forms of specifications are inherently partial statements that describe assertions or
sequences of actions that are incomplete with respect to the behavior of the system-to-be.
Consequently, this incompleteness results in inadequate coverage of the system behavior space.

That is a major limitation of synthesis approaches is that the models being synthesized are
assumed to be complete descriptions of the system behavior with respect to the input specifications.
Given the partial nature of the synthesis inputs (e.g., properties and scenarios), it sometimes difficult
to synthesize an integrated behavioral model (e.g., the problem to find a Least Refinement Model in
[133]).

Existing work has attempted a semi-automatic synthesis of system-level (e.g., [132]) and
component-level models (e.g., [83, 146]) from partial specifications. A common characteristic of these
approaches is that they address the symptom of the partiality problem instead of its origin which is
the lack of a proper overarching structure for the specifications. In other words, they accept
unstructured and partial scenario-based specifications without attempting to organize them and
reduce their partiality, before feeding them to the synthesis process.
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A lack of such contextual information leaves system designers with no option other than ad hoc specifications, and no criteria to decide when (i.e., at which stage) to start a scenario and when to stop it. This leads to implicit traversing of inter-contexts, which in turn impedes the opportunities for elaborating the individual behaviors and to discover more requirements.

This thesis addresses the partiality issues in requirements specifications and proposes a specification framework based on the notion of modes and mode-classes \[7, 63\] and a novel technique to synthesize state-based models from structured scenario-based specifications.

We focus on the class of systems known as reactive systems. A reactive system, as opposed to a transformational system, is one that keeps an ongoing input/output relationship with its environment. While the purpose of a transformational system is essentially to transform input data into output, reactive systems are intended to interact continuously with their environment and exist in different states at different points-in-time. In response to environmental stimuli, a reactive system adapts its state, performs some action, and gets ready to react to the next stimulus. Such systems may respond differently to the first or the second occurrence of the same stimulus. Transformational systems, on the other hand, are stateless; they always deliver the same data when fed with the same input. We focus on reactive systems because: 1) they are pervasive in our society, 2) their number and complexity is increasing rapidly, and 3) humans are more and more dependent on them and their quality.

Take the example of automotive systems. The automotive industry is embedding ever more software into modern cars. Automotive software includes several safety-critical, real-time systems such as parking-assistance systems, cruise-control systems, engine-control and so forth. In this industry sector, distribution of processing is a matter of fact conceptually and physically. Fixing design flaws in such (reactive) distributed systems is often very expensive. Additionally, some systems might not tolerate bugs at all if human lives are at stake. Another emerging technology that affects our society is Smart Cities \[81\] where major international corporates, such as IBM, have been embarking on promising initiatives for researching new frontiers to enable embedded intelligence in metropolitan and suburban areas. The supporting infrastructure involves a larger number of embedded computing devices that exchange information and events among each other, as well as with their surrounding environment, in various numbers of conditions. Modeling and understanding the behaviors of these devices, either for each single system or for all of them as a distributed system, is a challenge due to the high reactivity required and the huge number of possible conditions. In order to comprehend the required behavior of such systems, engineers often seek some abstraction of this behavior. Users and system experts often find difficulty in communicating the required behavior, and more challenging difficulties to provide a complete specification of this behavior.
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To this end, our work in this thesis attempts to address challenging engineering problems at early stage of software systems development. First we address the partiality problem in requirements specifications by introducing a novel method to structure requirements specified as scenarios. Second, we propose a semi-automated approach for synthesizing a design model from the structured specifications. This chapter pinpoints the research questions of our work and the associated research methodology.

1.2 Research Challenges

Increasing demands on cost-effective development of software systems has given rise to more challenges in software engineering. According to recent studies [98], a key reason behind failures in software projects is due to the late discovery of issues in requirements. One promising direction to avoid this problem is to auto-generate, through a synthesis process, an early prototype of the system so that analysis techniques can be applied to the model to detect possible issues in requirements specifications, which would be very expensive if detected at late stages of development.

There are two major challenges in design model synthesis. First, the synthesized model should serve as a system prototype and also as a design artefact that is extensible to serve further as input to the implementation phase. This requires a number of quality characteristics of the model and poses the challenge of achieving them via the synthesis procedure.

The characteristics of the output models are important for the subsequent analysis and uses of synthesized models. The output model must be: (1) executable: to be amenable for automated analysis techniques (e.g., Model Checking), (2) abstract: to be as high-level as suitable for inspection by engineers and also to hide implementation-specific details at this stage of development, (3) refinable: so that it can be incrementally detailed (possibly automatically) towards a specific platform, allowing to exploit auto-coding technologies for improving the productivity and maintenance of final implementation; and (4) fidelity to requirements: which means that the model should exhibit all behaviors specified in the input specifications and it does not over-describe the behaviors by implying other behaviors (c.f., [135]) unless the system designer explicitly adds those behaviors.

Second: Partiality and fragmentation are barriers to the synthesis process for systematically generating an integrated behavioral model (e.g., state-based model) of the system. Partiality has been one of the barriers in the synthesis process. For instance, some approaches restrict the scenarios to start at the initial state [133], which is not necessarily the case for all possible scenarios. This is a restrictive assumption on the specifications because designers would need more flexibility to capture
system requirements starting at any possible state. Other difficulties in synthesis have arisen when merging the independently-generated behaviors (i.e., automata models) from fragmented specifications. For example, the unavailability of a common refinement \cite{132, 133} that integrates together the behaviors implied in the input specifications. This is mainly due to mismatches between the different pieces of specifications, which can not be detected intuitively from the initial fragmented form of requirements.

Note that composing partial specifications (e.g., by synthesis) could lead to ambiguity as well as cases where undesirable and/or “do not care” behavior arise. The latter issues have been already addressed in the literature (c.f., implied behavior \cite{135}) and we do not address them here.

1.3 Research Plan

Software engineering research seeks better ways to develop and evaluate software systems. Typically, research is motivated by practical problems and targeting key objectives such as quality cost and timeliness of software products. In this section, first we discuss the research questions addressing the challenges discussed in Section 1.1.2, and then we describe our strategy to research and evaluate appropriate solutions advancing the state-of-the-art work done in this area.

1.3.1 Research Hypotheses

According to the categorization of the types of software engineering research questions \cite{124, 125}, our research questions are lying in the “Methods and Means of Development” and “Generalization and Characterization” categories \cite{124}. In this section, we frame the research question we envision to address the challenges identified in Section 1.2 Then we describe our strategy to research possible solutions along with an evaluation plan.

To address the challenges mentioned in the previous section, we set out the following hypotheses to research in this thesis:

1. **Hypothesis 1**: The provision of distinct contexts of the system allows us to scope and structure partial specifications, such as scenarios, and enables better coverage of requirements.

2. **Hypothesis 2**: Structuring the partial requirements specifications would result in a more adequate input to synthesis techniques so as to avoid known issues in existing synthesis techniques.
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The issues in Hypothesis 2 include difficulties in finding a common integrated behavioral model of the system (c.f., [132, 133]), and also the rigid assumptions made on scenario-based specifications such as the assumption that a scenario must start at the initial state of the system (c.f., [83]).

1.3.2 Research Questions

In order to test and evaluate these hypotheses, we framed the research questions below so as to pinpoint the specific research directions.

The first research question addresses the challenge to ameliorate requirements partiality and fragmentation, in Hypothesis 1. The question seeks to identify the basic features of a structuring framework that could capture the different pieces of requirements and relate them in a cohesive way. In the following discussion, structured specifications will refer to the requirements specifications captured by that framework.

Q-I: What are the characteristics of a specification-framework that is capable of capturing partial requirements in a form suitable as input to the synthesis process?

• Q-I.a. How can such specification-framework reduce partiality of requirements?

• Q-I.b. How can this framework relate the fragmented requirements together so as to facilitate their integration during the synthesis process?

The second question investigates how the use of structured specifications will improve the design synthesis task and will achieve the necessary qualities of synthesized output models:

Q-II: What improvements can a synthesis process that accepts structured requirements specifications as input achieve?

• Q-II.a. To what extent can the synthesis process guarantee the existence of a cohesive and integrated output model?

• Q-II.b. What assumptions are necessary for the synthesis process (e.g., assumptions in the requirements specifications such as in [133]), and how constraining will these assumptions be?

These questions are the main drivers for the research work presented in this thesis.
1.3.3 Research Strategy and Evaluation Plan

The most common research strategy solves some aspect of a software development problem by producing a new procedure or technique and validating it through analysis or discussion of a related application of its use [124]. Another common research strategy provides a way to analyze some aspect of software engineering by developing an analytic, often formal, model and validating it through formal analysis or experience with its use. Shaw [124] lists a set of strategies, commonly used in software engineering research, based on the types of the research questions and the nature of results produced by this research. Shaw also identifies the evaluation approaches associated with each type of result.

Based on Shaw’s characterization of the software engineering research our research plan was as follows:

First, following the traditional narrative approach of surveying the following segments of literature: (1) Literature related to the software behavior synthesis techniques, and (2) Literature related to requirements specification approaches. We surveyed significant contributions in behavior synthesis techniques and analyzed the experiences reported in different approaches. The reported difficulties provided the major motivation behind the research work in this thesis. We also surveyed and studied existing approaches to behavior modeling, particularly the ones concerned with system-level, as opposed to component-level, modeling. The purpose was to reuse one approach to support structuring of requirements specifications as discussed before.

Second, developing an analytic model for structuring of requirements specifications. We formalized the concept of state-space partitioning that is based on the idea of mode-classes [7, 63] and used this formalization to derive a framework for structuring requirements specifications in the system’s state-space. We rely on the rigor of our formalization to provide an evaluation of the proposed framework, which is consistent with the research evaluation strategies reported in [124].

Third, developing a synthesis procedure that generates automata-based models from structured specifications. This synthesis procedure serves two purposes: First, it provides an evaluation of the usefulness of the structuring framework. Second, the procedure itself is a contribution given that its associated algorithms are efficient and intuitive for implementation. We rely on computational complexity techniques as evaluation of the efficiency of our synthesis procedure.

Finally, we use case studies as the main vehicles of communicating our experiences of applying our approach to structuring partial requirements and the subsequent application of our synthesis procedure to generate a behavior model of the system.
1.4 Structure of this Thesis

The rest of this thesis is structured as follows: Chapter 2 provides a detailed overview of the anatomy of scenarios and the various constructs of scenario models. Where necessary, we inline a discussion to elaborate on these constructs and discuss how synthesis-friendly are they. Chapter 3 complements the discussion in Chapter 2 and surveys the state-of-the-art spectrum of synthesis approaches. We identify the problems reported on each of these approaches and build up a plan of how to avoid them in our improved synthesis approach. Chapters 2 and 3 essentially define the problems to which we are going to propose solutions in Chapters 4, 5 and 6.

Starting in Chapter 4 we provide foundational work to elaborate on and define the concepts of modes and mode-machines. This establishes a substrate for subsequent work where we propose and evaluate a novel methodical development approach. In Chapter 5, we propose the first part of the approach: a technique and procedure for a structured scenario-based requirements specification, accompanied by a case study to illustrate the ideas and concepts involved. In Chapter 6 we introduce the second part of our approach where we further use modes to propose a novel automation technique and a synthesis algorithm to generate an integrated state-based model by merging the structured specifications into a single state machine amenable to analysis techniques such as Model Checking. Finally, we conclude in Chapter 7 with a recap of the results and findings in this thesis, and provide an outlook for future work.
Chapter 2

Interactions-Based Requirements Specifications

Prototyping of software behavior has been studied extensively in the literature \cite{31, 99, 100, 131, 138, 147} as a means for capturing the “dynamic” aspect of requirements in some executable (or animated) model. A plethora of approaches have been explored to specify behavior of software systems, and they vary diversely in terms of the target class of the system, level of abstraction, etc. In this thesis we adopt interaction-oriented specification techniques that are popular in research and industry for specifying complex behavior of reactive systems \cite{4}. These techniques, in general, specify the system requirements in terms of the exchange of actions and data between the system and its environment. Interaction specifications take several forms, and the scenario-based form is the most popular.

In particular, we are interested in those interactions-based specifications that are, on the one hand (1) suitable for early stages of development where less knowledge about the system is available, such that the specifications type is platform-independent and amenable to further elaboration and elicitation. On the other hand, (2) the specifications type must be synthesis-friendly (i.e., suitable for input to automated synthesis techniques) which is the subject matter of this thesis.

In this Chapter, we survey several categories of interaction-oriented specifications, focusing more on scenario-based forms – given that we assume scenario-based specification as input to our synthesis process (Chapter 6). To this extent, we take a standardized and popular dialect of scenarios, Message Sequence Charts MSC \cite{72} and detail down its syntactic features.
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2.1 Introduction

Requirements engineering is intended to frame the domain problem, and the resulting specifications are used as input to the subsequent development activities where a software solution is designed and realized in some implementation. Ideally, requirements specifications define a black-box relation between the system’s input and output variables. Essentially, the specifications prescribe the required behavior of the system, observed at its external boundaries. The inputs/outputs relation of nontrivial software systems is too complex, and high sophistication is needed to completely and consistently articulate and express these specifications.

A wealth of approaches have been proposed to address the complexity of software specifications, covering a diverse spectrum of sophisticated techniques and notations, and many of these approaches are backed by some theoretical foundation. In this chapter we discuss a subset of those approaches that express the specifications with syntactic and semantic features consumable by automated synthesis techniques. We define the desired characteristics of synthesis-friendly specifications and evaluate the surveyed specification techniques with respect to these characteristics. We start our discussion with a brief overview of System Prototyping, a classic concept closely related to early specifications and verification of the system, and then we make a distinction between Prototyping and Synthesis where the later concept is central of this thesis work.

2.1.1 Basics and Terminology

Software development processes, as other engineering disciplines, can be conceptualized as a Problem/Solution/Realization model similar to the standard SEI CMMi model[1]. We briefly discuss here a projection of this metaphor on to software engineering and informally give general definitions of common terms that we use in this thesis. Although these terms are quite common in the computing literature they are used casually and no there is consensus on the distinction between them. Therefore, the definitions we give here, though informal, shall help to prevent ambiguity and confusion when these terms are used in the same discussion or context.

Problem: is the set of technical and non-technical requirements statements made by system analysts and customers to characterize the problem that the system is intended to solve.

It frames the problem to be solved via some software solution. In theory, the problem specification space might have several instances of the problem specifications, identifying different possible frames

[1]www.sei.cmu.edu/cmmi/
or perspectives of the problem. It is those decisions taken by analysts that determine which problem frame is be engineered in a real system. In this thesis we always associate the term ‘specifications’ to refer to the requirements artefacts, unless mentioned otherwise.

**Solution**: is the set of decisions made by system designers to characterize a software solution to the specified problem.

Analogous to the Problem Specification tasks, the Solution Description frames out a solution design to be realized by subsequent activities. In the Problem/Solution/Realization metaphor, the solution space has several instances of the design description, each of which is typically referred to as Design Alternatives \[32\], and the selection between these alternatives is driven by the upstream requirements constraints. A similar statement can be made on the realization space. In this thesis we always intend the term ‘description’ to refer to the design artefacts, unless otherwise stated.

**Realization**: is the construction of an implementation of the solution, which is executable on some platform. There may be several possible implementations, and they may vary according to the specifics of the underlying platform.

**Over-specification**: the requirements artefact is said to be over-specified if it is biased on specific solution detail. A similar situation could arise with the design artefact itself when it involves implementation-specific or platform-specific details.

This definition is based on the ideal Problem/Solution/Realization metaphor. However, it may be unavoidable to include, for example, solution-related details in the requirements artefact for purposes of optimization, or sometimes the platform details themselves are intentionally included as part of the requirements in a form of constraints of “non-functional” specifications.

**Partial Specification**: In this case the requirements artefact specifies only a subset of the system behavior. This situation is generally unavoidable in requirements specifications. Typically, system analysts bounce between specifications and analysis tasks to further elaborate and elicit more requirements until they are satisfied with the specifications. This is an ongoing issue with interaction-based specification artefact.

### 2.1.2 Prototyping vs. Synthesis

The distinction between the prototyping and synthesis concepts lies in the target of the method. Models developed for evaluation purposes, such as discovering inconsistencies and uncertainties in the problems specifications, are commonly referred to as Prototypes. These models (or prototypes) are useful for customer demos or as test oracles. It depends on the application domain whether these models are used as a target executable system or they are planned to be just throw-away models.
Methods used for building such models are drawn primarily from Rapid Application Development (RAD) technologies [17, 31, 96] and similar techniques. While most prototypes are executable, their executions are just simulations of the real operation of the target system and the results do help with the solution (i.e., design) decisions – though any implementation must comply with these simulation results.

On the other hand, models developed to address solution-related concerns are intended for purposes beyond those of prototyping. These models are primarily intended for purposes such as evaluating design alternatives and collecting implementation-specific measures such as performance, reliability, etc. To this extent, such models are commonly referred to as Design Models (c.f., [18, 37, 60, 83, 94, 133]). The representations, i.e., model description and formalisms of Design Models, are typically refine-able and amenable to automated implementations through, for example, code generation engines. Whereas the representation of a prototype typically uses programming-like technologies (RAD technologies [96, 31, 17]) typically irrelevant to the target platforms and implementations. The latter case in fact is sometimes unavoidable because a prototype is likely to include hardware and software functionality which are very difficult to capture in the same design model.

To simplify these concepts, let us assume we are to model an airplane system to study and explore its characteristics. A small wooden model of the airplane will precisely describe the “shape” of the airplane but does not describe its aerodynamic characteristics (e.g., test the model in a wind tunnel). We will need to build a metal airframe (assuming the airplane is be made of metal) to use it in the wind-tunnel to verify the aerodynamic characteristics. The two models have a different purpose and representation.

The first model is made of wood and this helps to rapidly create the airplane shape and explore how the different airplane parts, such as wings, tail, fuselage, cockpit, etc., are (relatively) fit together. The small size allows designers to have a compact view of the airplane, and the wood is a cheap means that allows rapid and repeated prototyping until we get the right model. Such a model is a throw-away prototype.

The second model however is a big real-sized airframe (not suitable for conceptual modeling as is the wooden model) and made of real, sophisticated material – so it’s suitable for real tests in the wind tunnel and also amenable to further implementation and building of a complete airplane.

Reflecting back on software systems, a synthesized design model of software that we target is analogous to the real airframe. However the common use of prototyping concepts in software is analogous to the wooden model of the airplane.
2.2 Running Example

The Engineered Safety Feature Actuation System (ESFAS) of a Nuclear Power Plant is intended to prevent or mitigate damage to the core and coolant subsystem of the plant on the occurrence of a fault such as a loss of coolant. A simplified specification of ESFAS [2] is commonly used as a case study in the computing literature. We will use the ESFAS system as a running example to illustrate the concepts described in this chapter, and later in other chapters too.

The ESFAS receives signals from sensors and determines whether or not predetermined set-points are being reached; if the system logic determines that they are reached, actuation signals (safety injection) are sent to safety feature components the function of which is to cope with the accident.

A manual block (push button) is provided in order to override the safety injection signal and to avoid actuation of the protection system during a normal start-up or cool down phase. A manual block is permitted if and only if the steam pressure is below a specified value (permissive). The manual block must be automatically reset by the system. A manual block is effective if and only if it is executed before the protection signal is present.

2.3 Interactions-Based Specifications

A generally accepted interpretation of a scenario is a sequence of interactions steps between the computer system and the outside environment [27, 28]. A scenario partially describes the computer system behavior because it specifies its reactions to the environment’s stimuli as far as this specific scenario is concerned. A set of scenarios will be considered as completely specifying the computer system behavior only if they specify all possible environment stimuli and possible combinations. In practice, however, such complete requirements are not readily available, particularly at early development stages. A fundamental reason is that, typically, scenarios are provided by different stakeholders with different viewpoints and needs [45].

Several graphical description techniques for specifying scenarios interactions have emerged over the past decade. In this section we discuss several of these dialects to get an impression of the existing syntax, their application domains, as well as their semantic foundations.

We start our discussion with Message Sequence Charts (MSC-96) [69, 70], whose origin is the specification of interaction scenarios in the telecommunications industry sector. The MSC-96 specifications have rich syntax and corresponding formal semantics definition, which cover not only finite interaction scenarios, but also infinite behavior.

Moreover, our interest in this notation is triggered by its means for composing elementary
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scenario specifications into compound scenarios – going beyond what most other notations cover – which is an important synthesis-friendly feature. Later, we discuss in Chapter 5 the means for structuring of scenario specifications, where we propose our novel structuring framework.

Therefore, we give a thorough introduction to MSC-96’s syntax, and let it serve as the reference notation during the discussion of the other MSC dialects. We also briefly mention the extensions introduced by MSC 2000 [71], the successor to MSC-96 [69] [70].

One of the main application domains for MSCs is the specification of communications protocols. However, the increasing interest in interaction scenarios and use cases in object-oriented analysis and design have spawned several dedicated MSC dialects. These dialects integrate special syntax for method calls and control flow constructs, but typically cover finite interaction patterns only. In the following discussions, we use Object Message Sequence Charts (OMSC) [26] and the UML Sequence Diagrams [103] as representatives of this category of MSC-based dialects. This will provide the necessary basis for the discussion in Chapter 5, where we will revisit the recent UML’s approach for specifying Interactions Specifications.

We also discuss the MSC-based dialects of Life Sequence Charts (LSC) [38], Hybrid Sequence Charts (HySC) [56] and Triggered Message Sequence Charts (TMSC) [123]. We selected them as representatives of other dialects that we do not survey here, in order to keep the discussion focused. These dialects are not just variants of MSC’s syntactic constructs. LSC emphasizes on logical modality concepts such as universality and existentiality drawn from Modal Logic [30]. Life Sequence Charts and Hybrid Sequence Charts assign a formal semantics to individual component states as part of interaction patterns. Hybrid Sequence Charts also contribute syntax and semantics for preemption specifications to the MSC notation. The reader should note that we deliberately deferred the dialects and notations used in scenario-composition. We spare Chapter 5 to discuss these techniques within the context of structuring the scenario specifications where we demonstrate our novel approach to structuring scenarios. In the following sections we introduce all of these notations in more detail. We have tried to keep an example-oriented style of presentation. In this way, we not only convey the features of the different MSC dialects, but also give an impression of their “look-and-feel.”

We have deliberately refrained from judging the design choices made, or syntactic and semantic constraints imposed by, the authors of the respective description technique. The purpose of this chapter is to expose the syntactic features of several MSC dialects, and their potential as synthesis-friendly specifications.
2.3.1 MSC-96

Message Sequence Chart a description technique for component interaction recommended by ITU [69, 70, 71, 72]. The version of this recommendation we cover here is called MSC-96; it introduces both a graphical and a textual syntax for MSCs. For the purposes of this section we concentrate on the graphical syntax.

The intended use of MSCs is to provide an “overview specification of the communication behavior for real time systems, in particular telecommunication switching systems,” (cf. [69, 70]). In fact, MSCs have their roots in the development of telecommunication systems using the Specification and Description Language (SDL [42]). We refer the reader to [97, 119] for a detailed overview of the history of MSC-96.

The basic assumption underlying the use of MSC-96 is that the system under development consists of a set of components, communicating by means of asynchronous message passing. There is no notion of a global clock; the components (or instances, as [69] and [70] call them) operate time-asynchronously.

Compared to other MSC notations (covered in Sections 2.3.2-2.3.4), MSC-96 is a rather rich language; it provides constructs for specifications ranging from simple interaction patterns to complete component behavior. We introduce these constructs along the following structure. In Section 2.3.1.1 we discuss the basic notational elements of MSC-96: instance axes, message arrows, environment frame, actions, and conditions. These constructs suffice for the specification of simple interaction patterns. MSC-96 also enables the capturing of alternative, repeated, and parallel interaction patterns. We deal with other constructs for structuring and composing MSC specifications, as well as with reference expressions (a substitution mechanism), gates (a means for splitting information among several MSCs), and High Level MSCs (a hierarchic notation for MSC composition) in a separate discussion in Chapter 5.

We refer the reader to [70, 69, 119] for a detailed presentation of MSC-96’s syntax and semantics, including all syntactic options we avoided here for reasons of brevity.

2.3.1.1 Basic MSC Notation

We start with the most basic MSC constituents: instance axes and message arrows. These two ingredients reappear in almost all graphical notations for component interaction. MSC-96 complements them by symbols for specifying component conditions and component actions. In the following paragraphs we discuss all of these concepts, as well as the ones MSC-96 provides for defining the ordering of events within MSCs.
Figure 2.1: Example of Basic MSC diagram
Instances and Messages: Figure 2.1 shows an elementary MSC in graphical form. This scenario is drawn from the Steam Boiler case study that we investigate in Chapter 5. It displays a sequence of interactions among three instances that are represented by vertical axes.

An instance refers to an (instantiated) object in the system, and pictorially represented by a head-box known as instance head symbol as in the MSC diagram; for example, the SafetyHandler in 2.1 is an instance.

An axis starts with a non-filled rectangle and ends with a filled rectangle. The non-filled rectangle is the instance head symbol, the filled rectangle is the “instance end symbol.’ Labels at the top of each axis indicate the corresponding instance’s name. In Figure 2.1, the instance names are Operator, ESFAS, and Pressurizer. Arrows, directed from the sending to the receiving instance, denote communication. In Figure 2.1, examples of message labels include PowerON, PressureLow, SafetyOn, etc. The frame around the instances is part of the MSC; it represents the environment. The name of the MSC, given after the boldface keyword msc, serves as an identifier for referencing the entire MSC. In this case, the name of the MSC is BoilerStartup.

The semantics of MSCs is formally defined by a process-algebraic model in [70]. Intuitively, the meaning of an MSC is the sequence of messages obtained by reading the MSC from top to bottom. Because – according to the documents defining the standard [70] – there is no global clock, there may exist an individual time scale for each instance depicted in an MSC. Moreover, communication happens asynchronously; there may be a delay between the sending and the receipt of a message. Therefore, for any message the authors of the semantics document [70] distinguish between two events: the sending of the message, and its receipt. If the name of a message is m, we denote the corresponding send and receive event by s.m, and r.m, respectively. As a consequence of the absence of a global clock the events on different instance axes are not ordered per se. The ordering is established by several rules in the MSC-96 semantics; we mention these rules informally along with the introduction of the respective syntax elements.

The following four restrictions, imposed by the MSC-96 standard, induce a partial order on the events occurring within an MSC:

1. every send event precedes its corresponding receive event;

2. on any location on an instance axis at most one send event may occur;

3. at most one receive event may be at the same location as a send event on the same axis; the receive event precedes the send event;
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4. the events on a single axis are totally ordered according to their occurrence from top to bottom.

The semantics of an MSC, according to [70], is the set of all sequences of events that correspond to the messages depicted in the MSC and obey these rules. MSC-96 offers two constructs to relax the ordering imposed by these restrictions: co-regions and generalized orderings. We will discuss these advanced concepts later in this section.

**Discussion:**

Message ordering is useful and actually a synthesis friendly construct. This ordering should prescribe a specific path (i.e., a series of states and their transition events) in the synthesized state-machine model. So, synthesis algorithms should consider this ordering as a constraint in the input specifications. Note that this applies to the state-machines generated individually from the input MSCs, as well as the overall machine resulting from the merge of these individual machines. The point is that a prescribed path in a state-machine (generated from individual MSCs) might emerge when all individual state-machines are integrated into a single overall machine of the system.

To conclude, as far as the current MSC standard is concerned, a message ordering in an MSC should be held as a constraint across the system. More advanced techniques will be needed in case these ordering need to be associated with particular conditions. Our scenarios-structuring approach (Chapter 5) organizes scenarios such that conditional ordering can be specified.

**Environment Frame**

The environment frame of an MSC serves as a representative for the origin or destination of arrows whose source or destination, respectively, is outside the scope of the MSC. This allows us, for instance, to leave the concrete sender or receiver of a message unspecified. To denote message exchange with the environment we position the corresponding arrow’s head or tail at the frame. As an example, consider Figure 2.2. Here, instance ESFAS exchanges messages PowerOn, PressureLow, SafetyOn, PressureNormal and SafetyOff with its environment.

Besides modeling communication with (possibly) anonymous environment instances, the environment frame also allows for breaking up a single MSC into two, such that the source and the
Figure 2.2: Example of the environment frame in MSC

destination of arrows can end up in different MSCs. We will come back to this purpose of the environment frame later in this section, in connection with MSC-96’s gate concept.

Conditions

MSC-96 offers condition symbols as a means for indicating that one or more instances fulfill a certain condition before or after they participate in an interaction sequence. Graphically, a condition is a labeled angular box placed on the instance axes of the components fulfilling the condition. As an example for an MSC with conditions, consider the MSC in Figure 2.3.

MSC-96 distinguishes three kinds of conditions, according to how many instances of an MSC they cover. Local conditions cover exactly one instance axis, nonlocal conditions cover more than one instance, but not necessarily all of them, and global conditions cover all instances. The intuition behind nonlocal and global conditions is that the covered instances all fulfill the stated condition.

Semantically, conditions serve only one purpose in MSC-96: they are the basis for composing MSCs within High Level MSCs (see Chapter 5). Besides that, conditions do not contribute to the meaning of an MSC [70]. Although MSC-96 does not assign much meaning to conditions, they have many useful applications. For instance, the developer may use conditions to mark phases of a communication protocol within an MSC. In this way, conditions can enhance the readability of an MSC specification. Another application is expressing information on the control and data state of an instance by means of appropriately labeled conditions.
Figure 2.3: Example of Conditions and Actions in MSC
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Discussion:

Conditions on an instance in the MSC represent the (observed) states in which the instance exists during the execution sequence of the MSC. A condition $s$ on an instance $O$, coupled with its preceding and succeeding $m_{\text{pre}}$ and $m_{\text{post}}$ messages (on the instance $O$) represent the basic unit of translating a scenario to an FSM: the condition $s$ is a state in the FSM and the messages $m_{\text{pre}}$ and $m_{\text{post}}$ are its incoming and outgoing transitions. We will come back to this in details in Chapter 3 and Chapter 5.

For a scenario to be synthesis-friendly:

1. Each instance (or the instance representing the system under development) must be annotated with conditions.

2. The conditions can be either labeled conditions or detailed state information. The former should translate to automata models such as Labeled Transition Systems (c.f., [78]) and the later should translate to state-based automata models such as Kripke Structures [82]. We discuss the pros and cons of each type of model in Chapter 3 where we justify our selection of the appropriate output of our synthesis process in Chapter 6.

3. The conditions should not be over-specified. Coding the conditions as complete state information (i.e., valuation of all state variables) has its pros and cons. One down side of providing complete state information is that it may constrain the integration of the specifications together in one model. Furthermore, conflicts may arise between the scenarios if the conditions have not been consistently specified. We discuss this in more detail in Chapter 6. In general, scenario specifications should defer complete state information in conditions to the design (synthesis) phase unless such complete information is itself a requirement. In turn, synthesis processes should be smart enough to provide the missing state information such that it avoids conflicts.

4. Pre- and Post-conditions should be specified before and after each message, respectively. This allows the synthesis process to deterministically identify the states in the target FSM translated from the scenario.

5. Also, a scenario will be synthesis-friendly if the messages themselves are coded as conditions, instead of just events drawn from some alphabet. A message condition translates to the
trigger that causes the transition between the two states that correspond to the pre- and post-conditions. As we will see in Chapter 6, this has the advantage of allowing the synthesized model to be more convenient for analysis using Theorem Provers (c.f., PVS [121]) and model checking techniques [33].

6. Finally, the scenario flow implicitly assumes that consecutive conditions on an instance correspond to contiguous states in the system behavior. This assumption is a two-edged sword. On the one hand, it might cause over-specification of the scenario where conditions are “strongly” coded via complete valuation of state variables. As mentioned in point (3), this potentially constrains (and sometimes prohibits [134, 133]) the integration of the individual scenarios’ behavior models during the synthesis process. On the other hand, with “weaker” conditions, ambiguities (and sometimes, inconsistencies) may arise during the synthesis process and it requires a designer’s intervention in order to be resolved. Practically, little knowledge is available at early stages of development and scenarios with weak conditions are sometimes unavoidable in the specifications. Another supportive argument is that deferring the decisions is more convenient for wider and more flexible solution selection during the (synthesis-driven) design task.

**Actions**

To specify that an instance performs some local activity (such as state changes through assignments), MSC-96 provides the concept of actions. Their graphical representation is a labeled rectangle attached to the instance performing the action. Semantically, an action represents a local event of its corresponding instance. Action events contribute to the total event ordering along an instance axis, and, hence, indirectly to the partial ordering of all events occurring in an MSC.

**Discussion:**

From a synthesis viewpoint, actions in MSCs are no different from normal events other than that fact that they are generated by the same instance. Accordingly, actions should have pre- and post-conditions as well as the action’s condition. Typically, the state-change due to a local action is known at specification time, e.g., the expiration of a timer variable, and no risk of over-specification. It is relevant to note here that during the refinement phase of a synthesis...
process, designers introduce more behaviors by adding (internal) state variables (e.g., timer variables, index counters, etc.) and the associated states and transitions to the model under synthesis. Typically this is done due to further elicitation or elaboration of behavior, or as a side product of resolving some inconsistency in specifications. This is one of the benefits of a smart synthesis procedure: discovering gaps in the behavior space and helping to elicit or introduce behaviors addressing these behavior gaps. In brief, actions are important ingredient of the system behavior model, whether they are specified within scenarios or added during the synthesis process.

Event Ordering Mechanisms

The ordering of events in an MSC is defined by the rules we have given above. There are situations, however, where these rules are either too strong, or too weak to express the desired interaction sequences succinctly with MSCs. Consider, for example, the MSC of Figure 2.1. Its semantics state that the messages SafetyON and SafetyOFF messages arrive at the instance SafetyHandler in the order drawn in figure 2.1, however this MSC alone cannot describe situations in which SafetyON arrives at the SafetyHandler instance after SafetyOFF. MSC-96 provides coregions for weakening, and general orderings for strengthening, the standard event ordering.

Coregions

A coregion, whose graphical representation is a vertical dashed line delimited by short horizontal lines, is part of an instance axis. All events located in a coregion are unordered. Figure 2.4 illustrates an example scenario with the coregion construct. In this figure, the two messages PressureLow and PressureNormal are located in a coregion, so these two messages are unordered.

General Orderings

A general ordering establishes a precedence between two events in an MSC that would be unordered otherwise. It is represented graphically by a (possibly bent) line between the two events under consideration. Attached to the line is an arrow head that points from the event occurring first
to the one occurring second. To distinguish general ordering symbols from message arrows, the former’s arrow head’s position must not be at the end of the line connecting the two events.

Figure 2.4 also shows an example of this construct. In this Figure, the two events of ‘receive of SafetyOn message’ and ‘send of AlarmOn message’ could happen in either order. The General Ordering construct can be used to prescribe precedence on these two events as depicted in Figure 2.4.

We may use general orderings also for ordering events within coregions. We refer the reader to [70] for more details.

**Discussion:**

Although the scenario flow implies a default ordering of events, this flow can be emphasized by imposing a General Ordering between events, and can be deferred to a later refinement stage, as discussed above. As with the case of an instance’s conditions, strengthening the ordering of events might over-specify the requirements, if not well thought out. An important task in the synthesis process is to integrate the behavior models translated from the individual scenarios, and having strict event ordering might prohibit such integration. The MSCs semantics does not explain if the
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Event ordering disallows other intermediate events to be introduced, which is expected during the integration phase in the behavior synthesis process. For example, when two scenarios are integrated (e.g., interleaved) together, two ordered events in one scenario might not execute consecutively if an intermediate event from the other scenario is interleaved with them. The real problem arises if the intermediate event negates the first ordered-event, and so the second ordered-event will actually execute out of the specified order. Weak ordering of events allows the synthesis process the flexibility (but possibly the ambiguity) of ordering those events. The upside of weak ordering of events is the flexibility offered in the synthesis process to integrate the system behavior model, and the obvious downside is the ambiguity potentially arising during the synthesis process that might require domain experts to resolve.

Practically speaking, in our opinion, imposing event ordering at an early stage of development is not recommended and its expressiveness benefit does not outbalance its potential problems during synthesis. As an alternative, event ordering can be expressed as constraints that can be assured, by the synthesis process, to be satisfied in the generated behavior model.

2.3.1.2 Programmatic Constructs of MSC-96

The syntactic and semantic elements of MSC-96 introduced so far already suffice to model simple interaction sequences. In many cases, however, we are interested not only in depicting one interaction sequence, but also in alternative sequences or repeating the same sequence within the same MSC. We may, of course, draw individual MSCs for each possible combination of message exchanges, and accompany this with an explanation of how these different pictures relate. However, for non-trivial systems, this would lead to very large numbers of MSCs.

To overcome these cases, the MSC-96 standard provides several features for constructing more complex MSC interactions. We categorize these features into two groups: programmatic features and composition features.

The programmatic feature in MSC-96, known as **Inline Expressions**, supports the specification of looping, conditional-selection between alternative sequences (can be thought of as “if-else”) and parallel interactions (which can be thought of as spawning a thread for each parallel sequence). We detail these features in this chapter.

The composition and structuring features include:
• **References**: that allow for reuse of interaction patterns among MSCs,

• **High Level MSC**: to provide flowcharting-like constructs to relate sets of MSCs in similar fashion as the programmatic features do within a single MSC,

• and **Gates**: to facilitate the decomposition of MSCs.

In the rest of this section we detail the MSC-96 programmatic constructs within a single MSC. We defer the discussion of inter-MSC composition features to Chapter 5 where we survey other relevant scenario composition approaches and propose our novel framework for structuring scenarios.

**Inline Expressions**  MSC-96 provides the notion of inline expressions to represent alternative, optional, parallel, and repeated parts within an MSC. The graphical syntax of an inline expression is a rectangle whose upper left corner indicates the expression’s type. Every inline expression covers at least one instance, and makes a statement about the events within the rectangle.

**Alternative Inline Expressions**: Alternative constructs include the following:

1. The **alt** construct: this allows to specify two execution branches in the scenario flow. There can be more than two alternatives.

2. The **opt** construct: this allows to specify the case of an **alt** construct where one of the alternative flows is empty (i.e., has no messages).

3. The **par** construct: this allows to specify parallel behaviors in scenarios. Basically, the **par** construct group message that are independent (i.e., they have no temporal relationship or shared data) that can be executed in parallel.

4. Finally the **Loop** construct: implements the standard looping features that are widely common in programming paradigms. In MSC, the Loop expression simplifies the diagramatic depiction of repeated interaction patterns. Below is brief syntactic description of this construct:

\[ \text{loop} < l, u >: \text{let } l, u \in \mathbb{N}. \text{ If } l \leq u, \text{ then the interaction sequence may occur at least } l \text{ and at most } u \text{ times. If } u > l, \text{ then the semantics of the loop-expression is equivalent to that of the empty MSC. If } l \in \mathbb{N}, \text{ and } u = \infty \text{ then the number of occurrences of the interaction sequence is bounded only from below by } l. \]

\[ \text{loop} < l >: \text{if we have } l \in \mathbb{N}, \text{ this is a notational shortcut for } \text{loop} < l, l >; \text{ which specifies that the interaction sequence occurs exactly } l \text{ times. If } l = \infty, \text{ then the interaction sequence occurs infinitely often.} \]
**loop**: this is a notational shortcut for \( \text{loop} < l, \infty > \); the interaction sequence may occur an arbitrary number of times.

The Inline Expressions are powerful syntactic constructs, similar to the programming constructs in general purpose languages. They are introduced in MSC as part of its arsenal of graphical notations, and aligned with its graphical representation to improve expressiveness. They are useful to build compact artefacts of specifications and allow the specifier to capture interaction patterns in the familiar programmatic techniques that all software engineers are acquainted with.

However, from a modeling viewpoint, these constructs are not suitable as techniques for writing early specifications. This is basic motivation for our approach here for structuring (basic) scenarios into more compound models (as we will see in Chapter 4 and 5) using constructs more abstract than programming techniques.

---

**Discussion:**

*Inline Expressions within an MSC are consumable by the synthesis processes, their use of standard constructs (e.g., loops and alternatives) facilitates straightforward translation to automata-based behavior models, and their compactness minimizes redundancies in the translated models.*

*Inline Expressions, however, have a higher risk of over-specification than is the case with other expressive notations in MSCs. The programmatic nature of Inline Expressions tempts the specifier to dig in more and over-specify the scenario (even though this is useful for eliciting more requirements). Moreover, the compound nature of Inline Expressions can easily complicate an MSC, thus burying its original characteristic of simplicity and intuitiveness. In brief, despite their benefits, care and discipline must be considered when specifying such programmatic constructs in scenarios. This is one of the important issues we address in this thesis, as we will discuss in Chapter 5. We postulate that, principally, the complexity of scenario specifications can be managed if we structure the specifications within the behavior space. This benefit feeds in directly to the synthesis process, as we will see in Chapter 6, and allows better generation of output models without hidden gaps in the behavior space.*
2.3.2 LSC

Damm and Harel [38] have introduced Live Sequence Charts (LSCs) as an extension of the ITU’s MSC-96 standard for plain (basic) MSCs. The major addition here is integrating the specification of liveness properties into the MSC notation. To that end the authors relate LSC specifications to system runs. A system run, in their approach, is an infinite sequence of snapshots, where a snapshot consists of the set of current events (being either synchronous or asynchronous sends or receives between components or between a component and the environment), and an assignment of values to all variables of the system.

The authors in [38] associate liveness with four syntactic elements of MSCs:

- plain MSCs as a whole,
- locations (segments on an individual instance axis),
- messages,
- and conditions.

We can specify the occurrence of each of these syntactic elements as either mandatory or provisional (but not both) in LSCs. In the following paragraphs we briefly address each of these items in turn.

Plain MSCs: in [38], Damm and Harel associate a mode with each plain MSC. A mode can be universal (i.e., a mandatory MSC) or existential (i.e., a provisional MSC). Any system run must satisfy a universal LSC, whereas an existential LSC requires only at least one such run to exist. Syntactically, the frame around an LSC determines whether the LSC is a universal (solid-line frame) or an existential (dashed-line frame) one.

Location: A dashed line segment on an instance axis denotes that, during a run of the system, the instance under consideration need not move beyond this line segment. A solid line segment indicates that during a system run the instance must move beyond this line segment. Intuitively, the distinction between these two cases allows the developer to specify local progress requirements in the global context of an interaction sequence.

Message: a dashed arrow denotes that the corresponding message, if sent, may or may not arrive at its destination. Solid arrows indicate that a sent message must arrive. In addition to asynchronous message exchanges (indicated by open ended arrowheads) known from MSC-96, the authors allow synchronous message exchange (indicated by solid arrowheads).
Condition: the authors of [38] associate state predicates with conditions occurring in LSCs. If, during a run of the system, execution reaches a provisional condition evaluating to false, then the LSC allows arbitrary behavior from this point onward. If, during a run of the system, execution reaches a mandatory condition evaluating to false, the modeled system halts. If the condition holds in either case then execution simply progresses beyond the condition. Provisional conditions appear syntactically as MSC-96 condition symbols with dashed outlines; the graphical representation of mandatory conditions are MSC-96 condition symbols with regular outlines.

The authors hint at, but do not elaborate on, the representation of repetition constructs; similarly, they only briefly mention “forbidden” scenarios, i.e., scenarios that must not occur in a system run. They also introduce the concept of “subcharts”, which are LSCs occurring within other LSCs. The idea is that subcharts, in which a provisional condition does not hold, terminate, and execution continues in the “parent” LSC outside the subchart; one application, therefore, of subcharts together with provisional conditions is to specify preemption in LSCs.

2.3.3 OMSC

Object Message Sequence Charts (OMSCs) were introduced by Frank et al. [26] to describe interaction patterns in object-oriented software architectures. The basis of OMSCs are MSCs (see Section 2.3.1). Because of their intended application, however, the syntactic elements of OMSCs differ significantly from those proposed in the MSC-96 standard. Moreover, OMSCs do not provide any formal semantics; the authors in [26] describe their use for explanatory purposes, but neither their semantic foundation, or their integration into the development process. Because the method call, and often also the yielding of control between caller and callee, is of major concern in object-oriented designs, the developers of the OMSC notation offer specific syntactic support for these modeling tasks.

Our focus here will be on the distinguishing features of OMSC compared to MSC-96 and their relation with synthesis processes. We refer the reader to [26] for detailed presentation of OMSC notations.

OMSCs provide the following modeling elements:

- labeled axes, representing part of the existence of an object (this corresponds to instance axes in MSCs);

- labeled arrows, indicating message exchange, method calls and returns (this corresponds to the message arrows within MSCs, although MSC-96 does not offer synchronous and return
• **object activities**, denoting phases where an object is active, i.e., where it executes the body of a method, function, or procedure (there is no corresponding concept in MSC-96);

• **object creation arrows**, denoting the point from which on an object exists (this corresponds to the createline of MSCs);

• **object deletion symbols**, denoting the end of an object’s existence (this corresponds to instance stop in MSCs);

• **process boundary symbols**, denoting what set of objects belongs to what process of the system under design (there is no corresponding concept in MSC-96);

Elements from MSC-96 absent from OMSCs are the environment frame, conditions and actions, inline and reference expressions, coregions, general orderings, gates, lost and found messages, timers, and hierarchy. In particular, the lack of repetition and referencing constructs restricts the use of OMSCs to representing interaction scenarios of rather limited size. The major difference between MSC-96 and OMSCs is that OMSCs introduce the notion of control flow into the specification of interaction descriptions. This has gained them significant popularity especially among software engineers who use scenarios to describe sequences of method calls with corresponding returns. Because OMSCs support depicting control flow, method calls, and returns, the authors of the UML \[120, 103\] selected them as the basis for Sequence Diagrams. The lack of a formal semantics for OMSCs however hinders their application in rigorous modeling environments.

**Discussion:**

Control flow and synchronization between objects do not affect the synthesis of each object. However, specifying control flow and synchronization manually is a fertile environment for conflicting and inconsistent specifications. These problem will surface only during the synthesis process when we try to merge the automata models of the same object generated from different OMSCs. So, in conclusion, while control flow facilitates decisions when generating global automaton of the individual component (or object) automata, inconsistencies might arise in the process of generating the individual automata of the components themselves.
OMSC constructs are highly biased by the control flow of programming languages. At early stages of development, particularly in the absence of a decomposition of the system, we have only a set of variables with some domain theory and typically no decision on methods or APIs have been made yet.

2.3.4 HySC

Radu et al. [56] use the syntax of MSC-96 for the specification of interaction behavior in hybrid systems. The corresponding semantics differs significantly from the one of MSC-96; the semantics of Hybrid Sequence Charts (HySCs) bases on a shared variable communication model for clock-synchronously operating components.

We mention this MSC dialect for two reasons. First, it assigns a formal semantics to condition symbols (as predicates over discrete and continuous component variables), and provides access to a quantitative notion of time in MSCs (via appropriate differential equations). Second, it makes the concept of preemption syntactically and semantically accessible to MSC specifications.

2.4 Other Forms of Interaction-Based Specifications

In the previous section we went described various dialects of scenario-like specifications. There are other approaches that specify the system behaviors in terms of interactions between the system under design and its environment, but do not necessarily use a scenario-like format. These approaches are of lesser relevance to this thesis, based on their lesser utility to a non-technical audience (the client).

The classical example of such interaction-based specifications are the formal languages [67] and their various extensions. Also event-based approaches, such as CSP and CCS [66, 101] are more elaborate dialects of formal language specifications.

Desharnais at al. [39] applied relational methods [66, 101] to formalize the relationship between the system under development and its environment. This relationship is captured in so-called Sequential Scenarios. The definition of these scenarios captures the functional aspects of the interactions between a computer-based system which is the system under development, and an unconstrained system that represents the environment. The key contribution of this approach is the use of the relational property known as Demonic Meet [39] to define the integration (i.e., the merge) of these scenarios.

We refer the reader to the the relevant computing literature for comprehensive surveys (c.f., [119]).
2.5 Chapter Summary

In this chapter, we have presented a concise overview of interaction-based specification approaches, and we have focused more on scenario-like forms of those approaches. We went through the basic features of different interaction-based specifications dialects, such as MSC, LSC, and we gave illustrations where necessary. Also, we provided analytical discussion of specification constructs commonly used in scenarios, and the feasibility of these constructs as input to synthesis processes that generate state machine models from scenario specifications. We highlighted the strengths and weaknesses of each type of construct.

Not all of the scenario constructs are synthesis-friendly. For example, the Event Ordering mechanism in scenarios may cause indeterminism in the synthesized models. Fortunately, most of the other constructs, such as Conditions, are very useful input to the synthesis process. In this thesis, we take advantage of these synthesis-friendly and augment them with mode-based specifications to (semi-)automatically generate an integrated behavior model from a given scenarios.
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This chapter surveys and evaluates the state-of-the-art in automated synthesis of behavior models, and analyzes the associated techniques.

In Chapter 2 we discussed the specification of the system’s behavior requirements that are input to the synthesis process, and we discussed the synthesis-friendly criteria for such specifications in order to be usable by the synthesis processes. In this chapter we rather focus on the output of synthesis. We discuss various forms and features of synthesize-able “solution” models, output from the synthesis process, and we survey existing techniques for constructing those models via the synthesis processes.

The discussion in this chapter provides an overview of the current theory and practice of applying the concept of synthesis in software systems engineering. Additionally, we conduct an objective comparison of current synthesis approaches, which help to underline the major issues by which the synthesis processes are challenged, and thus preparing for the discussion in Chapter 5 of our technique to structure scenario-based specifications, which we employ primarily to address many issues we discuss here.

3.1 Introduction

Software design methods offer a limited support for modeling the system behavior and behavior composition, compared to established structural modeling frameworks, such as object-orientation and the original work of modular design. Typically, system behavior modeling follows the phase of structural decomposition. For example, it is not uncommon for designers to specify the automaton of each individual component and then use automata-composition techniques, e.g., Communicating Automata, to construct an overall system behavioral model. An interaction
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A scenario between the system’s components is another example of a system behavioral model that follows the system’s structural decomposition, where interactions between the individual components are based on their relationships in the structural model (e.g., require/provide interfaces of each component). Note that a scenario is a behavior specification model and cannot be a “solution” model—what we seek in this chapter—that involves design decisions and details drawn from the solution space.

The methods and techniques we contribute in this thesis are concerned with the behavior design of the system as a black-box, without necessarily breaking it down, structurally, into objects. The major challenge facing behavior modeling methods is the complexity of building the models in the first place. Even though structural modeling and methods help to simplify the system by decomposing it into a set of manageable components, modeling of the overall system behavior, as well as the behavior of the individual components, is still a laborious task. This is clearly evidenced by the numerous dialects (as we discussed in Chapter 2) proposed to model these interactions and the sophistication required to support concurrency and real-time aspects.

Considerable research work is done to automate the complex task of building software behavior models from given requirements. Most approaches accept as input a set of requirements specifications in the form of interactions specifications or other forms of declarative specifications, and attempt to (semi)automatically synthesize a design model, mostly an automata-based model. Such automata-based models exhibit the behavior specified in the input specifications, in addition to behavior details introduced during the synthesis process itself.

In this chapter, firstly we establish a detailed background on concepts related to synthesis; secondly we extensively survey and analyze the different approaches of synthesis from interactive specifications (mainly scenario-based), and finally we provide our evaluation and identify the research gap. This thesis is particularly concerned with synthesis from interactive specifications, so we omit other techniques used to synthesize behavior models from non-scenario intuitive specifications such as goal-based and property-based specifications [77, 80, 90]. In Section 3.2, we look at the basic concepts of modeling in software engineering and the synthesis of these models with highlights from other areas of computer engineering. This provides a background on fundamental concepts discussed in this chapter. Section 3.3 surveys current synthesis approaches and identifies the relevant strengths and weaknesses of each. Finally we provide a chapter summary and outlook in Section 3.4.
3.2 Background

Specification and modeling of software systems is a broad topic that has received extensive attention from both computer scientists and engineers. Different terminologies have developed in academia and industry although they refer to and address the same subject or artefact. This sometimes led to the ‘reinvention’ of some of the basic ‘wheels’ in computer science, in general, and software engineering in particular.

To avoid this confusion, we will outline some basic concepts of system behavior and system models. Whenever there are several definitions of the same concept, we will refer to the specific one adopted in this thesis.

Moreover, we provide the historical background of Software Synthesis – the subject matter of this thesis – and examine how it has been applied to solve several software engineering problems, and we briefly examine related uses in digital hardware synthesis. We also refer to the classic concept of prototyping that we discussed briefly in Chapter 2, and we clarify the gray area between it and the concept of synthesis. Finally, we take a quick look at different automata-based behavior models – the output of the synthesis process – and we discuss the various automata dialects, focusing on the specific form of automata that we employ in our synthesis process.

3.2.1 Models and Software Behavior Models

System behavior is a well understood concept in almost all engineering disciplines. The methods and tools used in established engineering disciplines are mature enough to allow engineers to use them to capture system behavior. In software-built systems, however, there is little or no convergence on the effective methods and techniques to support the process of capturing the behavior via some artefact.

**The Modeling Paradigm.** System Modeling and Model-Driven Engineering concepts have promoted the development of models that capture system’s properties of interest. A model of the system is an abstract (and hence, a simplified) depiction of the system or the product under development. By definition, a system model is intended to represent some (and typically not all) of a system’s properties. However, a model should not have properties that do not exist in the real system. Such models are known as a high fidelity models of the system. Consider the example of building a plastic model of the body-frame of an aircraft. The model is purpose-built to reflect exactly the geometrical properties of the aircraft’s frame, but not its material properties.

In software engineering, a plethora of approaches have contributed various modeling notations and techniques. These type of these notation range from the extreme of pure theoretical notation that
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addresses certain aspects of the system (c.f., \[66, 8, 25, 101\]) to the other extreme of informal approaches \[103, 47, 62\] (despite the considerable efforts to formalize them). Other modeling paradigms have emerged in industry as de facto models. Examples of these latter models are SIMULINK MATLAB, www.mathworks.com, that are widely adopted in real world development.

**Automata Models.** Despite the wide range of existing specifications techniques, standard automata-based models are still the most commonly accepted models of software behavior. However, due to the lack of scalability of flat automata models, many approaches, led by Statecharts \[59\], attempted to introduce hierarchical structures into flat Finite State Machines (FSM) in order to expressively allow more compact representation of larger and complex systems, but this has come at a price. In particular, the authors of Statecharts \[61\] have not just introduced a simple hierarchy to state machines, but also provided other features such as super-state, parallels states, event broadcast, suspension, etc. that (in the light of our previous discussion) could easily introduce ambiguity. This is evidenced by the plethora of proposed extensions (including the Statecharts authors themselves, \[61\]) which attempted to add semantics for Statecharts (c.f., famous survey of Statecharts dialects \[143\]).

In this thesis, we opted for a different approach to state-space abstraction. We build on the classic idea of Modes that originate from hybrid systems \[93, 139\] to construct an early, abstract automata-based model capable of reflecting several views of the system behavior. Modes first appeared in software engineering in Heninger et. al. \[63\] to simplify the formal Functions Specifications \[63\]. We elaborate on the notion of Modes in Chapter 4 and use it to simplify and improve on the elicitation of scenario-based specifications.

In terms of the basic state-machine models (that we abstract via Modes), we assume simple FSM models as output of our synthesis process (Chapter 6). More specifically, we use Kripke Structures \[82\] that are pervasively used in Model-Checking techniques \[33\] due to their simplicity and clarity in other specialized automata models. It worth mentioning here that there are alternative state-machine models that we could have used, such as Labeled Transition Systems (LTS) \[78\]. However, we decided to use state-based models because they can consume specification types based on domain-variables, which we assume as the input specifications to our synthesis process. In Section \[3.3\] we survey the different models used by other synthesis approaches and, when necessary, we justify our use of Kripke Structures.
3.2.2 Prototyping and Synthesis

The use of Model-Driven Software Engineering has gained momentum in the past decade. This paradigm builds on previous technological advances developed around the classic concepts of Prototyping and Synthesis. The terms Prototyping and Synthesis are frequently used in the computing literature to describe some process of constructing a System Model (see previous section). In Chapter 2 we elaborated on the distinction between the two concepts and discussed the common grounds between them. In this section we focus more closely on the concept of model synthesis, and discuss its different interpretations and applications.

In the computing literature, there are three schools of approaching model synthesis, we summarize these as follows:

1. In the field of formal specification languages and temporal logic, model synthesis is understood as “the problem of building an implementation that will preserve a specification against any ‘malevolent’ environment” [1, 115]. More specifically, it is a constructive proof that the specification is implementable so that it does not contain any conflicting requirements. This definition applies, for example, to the problem that Harel and Kugler tried to solve [58]. Note that this is different from satisfiability, which asks if there is a benevolent environment where a specific implementation can be deployed. An example of work that tried to assume “synthesis” as a satisfiability problem is [20].

2. In the field of machine learning and induction algorithms, model synthesis is understood as the problem of inducing a universal rule describing every acceptable behavior of the system, given a set of example behaviors. In this context, scenarios are assumed as examples of behavior of the system under development. A set of scenarios is thus a finite set of example computations. This universal rule is typically a regular language (or a transition system, ) that accepts all the specified strings of events (i.e., behavior examples). Mäkinen et al., [94] and Hsia et al., [68] are two instances of existing work from this school.

3. A third school views the model synthesis problem as a standard compilation process. Scenarios here are considered as a complete description of the system under development. This is especially useful if the system to be built is closed [80]. Then, for each object in the scenarios, state machines are built from the various scenarios and finally integrated (i.e., merged) to form the total behavior of the object. There are two remarks worth noting here:

(a) If the scenarios describe the interactions between the environment from one side and the
system (as a black-box) from the other side, then the integrated state machine build for the system object represents the total (observable) behavior of the system under development.

(b) However, if the system (under development) is decomposed into a set of components, and the scenarios describe interactions between these components and/or the environment, then a problem might implied behavior [9, 135] that might emerge. These behaviors might be undesirable or violate system properties. When recomposing the full system from the individual components, these behaviors emerge due to some dependencies between the global system view and the local view of each component.

Our work lies in the third category. We assume the synthesis problem as a process of elaboration and refinement of specifications, sharing the same understanding as several existing techniques in software engineering literature [53, 132, 133, 134, 136, 137, 139, 140]. We compile an elaborate, state-based system from given set of scenarios, and refine this system down to a flat Kripke structure using an iterative synthesis process (Chapter 6).

The problem of implied behaviors [9, 135] is the major problem identified in synthesis from scenario-based specifications. We tackle this problem using a preventive approach – as opposed to protective approaches (c.f., [135]) – where we structure the state-space by multi-partitioning it into mode-classes to uncover possible gaps prior to specifying scenarios.

A more challenging problem emerged in this category of synthesis when merging the behaviors (of the same component) in a single integrated model. Uchitel et al., [133, 134], reported difficulties when attempting to merge the state machines generated independently from each scenario of the same component in one state machine. They concluded that in some cases, a common model of (or a model that exhibits) all these behaviors does not exists. We tackle this problem also by a preventive approach such that we specify an abstract common model (the mode-classes in our approach) and specify the individual scenarios within this common model, and avoid their inconsistencies in the first place.

We contribute a novel algorithm (see Chapter 6) for merging these state machines independently generated from different scenarios of the same component. A basic assumption in our approach is that scenarios are complemented by mode-based specifications (see Chapter 4 for detail). Mode-classes help to (initially) elaborate the scenario-based specifications and as a result they support requirements development at early stages of development (see Chapter 5 for case studies). This is a distinct contribution of our synthesis approach: it realistically deals with factual problems in software development such as requirements elaboration and elicitation.

The concepts behind mode-machines – as we use them in this thesis – were drawn originally from Hybrid Systems modeling [23, 139]. To the best of our knowledge, our approach is the first to (re)use
this concept to structure scenario-based specifications – taking a lateral-thinking approach compared to the traditional flow-charting approaches – and this distinguishes our work from others and opens new research avenues in this area.

In the rest of this chapter we provide a detailed survey of design-model synthesis approaches and we provide comparisons where necessary.

### 3.3 Behavior Models Synthesis – State-of-the-Art

In this section we discuss the related approaches of synthesis methods and techniques. Our target are those approaches that (semi-) automatically generate formal automata models out of intuitive specifications such as interactive specifications and declarative specifications (See Chapter 2). We exclude those approaches that assume formal models themselves as input to the synthesis process (c.f., [41]), because these input models are, by definition, amenable to analysis-techniques. So any further synthesis efforts will be a type of model-transformation. On the other hand, those models are too complex for manual specification, particularly at the early stage of development when detailed information is not available to specify these models. Additionally, the specification languages used are infamous of unintuitiveness and that is a main motivation in our research here.

We analyze the approaches from different aspects and we evaluate the related approaches with respect to each aspect by discussing their strengths and limitations. In Section 4, we discuss the gap in the surveyed approaches and how our solution attempts to fill this gap.

This survey is not intended to be exhaustive and is not result of a systematic literature review. Rather, it attempts to discuss the strengths and weaknesses of the mainstream approaches that have reported results and have had an impact in shaping this research area. Hence, the discussion in this chapter can well be used as a reference for further research that addresses other aspects that might not have been included in this thesis.

#### 3.3.1 Input to the Synthesis Process

One of the major distinguishing factors in synthesis techniques is the descriptive form of input specifications. Most of the existing approaches base their techniques on huge assumptions about the input specifications and, in almost all cases, assume a subset of the features supported by those specifications methods. This is a natural consequence of the diverse varieties of scenario-based specifications [27, 28, 38, 72, 103, 123]. However, a technique should not be too constraining; otherwise, it will be impractical for non-trivial specifications. In the following subsections we detail
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those assumptions and their limitations.

3.3.1.1 Formalisms

Most scenarios description methods are informal. However, in practice, the downside of informality is outweighed by the pictorial intuitiveness of scenario description form. Most approaches to model synthesis assume basic Message Sequence Charts (MSC) (c.f., [9, 18, 55, 91, 132, 133]) due to its extensive base of features and constructs. For similar reasons, we have given special attention to MSC scenarios. We detailed their features in Chapter 2 and we have provided analytic discussions on the extent to which each feature helps in model synthesis from scenarios. Algebraic semantics of MSC scenarios are provided in [97, 119].

UML Sequence Diagrams SD comes next in popularity within model synthesis approaches [37, 44, 127, 145, 146, 149]. SDs are informal and this led the relevant synthesis approaches to assume SDs with annotations of logical assertions, such as OCL [103], to allow some analysis of these SD scenarios.

Message Sequence Charts MSC are the most preferable scenario types adopted by synthesis approaches. There are few notational differences between MSCs and SDs, though the latter is too much oriented towards the OOD terminology [103, 116] (see Chapter 2 for detailed discussion). Although the telecoms standard, MSC-96 [69], has provided algebraic semantics to MSCs, for several reasons we do not see it changing the way the MSCs are actually used. First, MSCs are intended for system-level specifications and their users are not necessarily software-engineering experts, whereas SDs that are more likely to be used by computer science graduates who are (ideally) capable of using such algebraic semantics. Second, the unavailability of tooling support for semantic-based analysis of MSCs does not allow MSCs to become more popular than other forms of scenarios. This is unlike SDs that get the support of UML-based tools with testing and simulation capabilities (e.g., IBM Rational® tools).

We take a lean approach to introduce rigor in scenario-based specifications, for the purpose of synthesizing an automata model from these specifications. Our view is that scenarios should maintain their original spirit of simplicity and intuitiveness, which has boosted their popularity among developers and that they should not be stretched to lengthy and complex specification artefacts. We believe that the formal component in specifications should be a different, complementary type of artefact which includes sound formalism. Such type of artefact should augment scenarios in order to constitute an overall specifications that cover the system’s behavior. To this extent, we use modes (see Chapter 4) to introduce that formal component in scenario-based specifications. This leads to the idea
of combining complementary types of models in the same specifications, which we discuss in the following section.

There is a wealth of other theoretical work on the realization of MSCs and hMSCs (c.f., [10, 16, 59, 50, 51, 52, 63, 92, 102]). Although these approaches have achieved fundamental results in this area, they are rather theoretical and they are not directly related to the work involved in this thesis. We will however refer to these approaches, where relevant, in later sections.

### 3.3.1.2 Hybrid Specifications

The tedious task of specifying software systems has led researchers to conceive several perspectives (a.k.a. views) of the system behavior, and in turn this resulted in hybrid specification artefacts. This is a classical idea [84] and has led to several research directions. In model-synthesis research, this hybrid approach to specification is actually both a challenge and an opportunity. For example, inconsistencies between the different model types could easily arise as the these artefacts are manually specified. On the other hand, hybrid specifications are complementary and allow specifying more detail about system behavior and this offers a potential to help reduce synthesis processing.

Sun and Dong [129] combine LSC scenarios and Z artefacts [38, 148] and use them collectively as input to their synthesis approach. Z is a state-based formal specification language based on set theory and first-order logic. Z is used in [129] to model state-based behavior of individual components. The main motivation is that Z specifications complement the lack of expressiveness of LSC to capture local actions (i.e., self actions on the same object) [38, 129].

Uchitel et al. [132, 133, 134, 136] complement basic MSCs with safety properties expressed as Fluent Linear Temporal Logic [89]. Their motivation is that scenarios are existential behaviors that provide acceptable behaviors of the system, while properties provide universal statements that must be satisfied by all elicited behavior. So, in [133], properties complement scenarios by pruning the space of acceptable behavior.

Other research approaches [83, 146] implicitly use OCL-like format (OCL is Object Constraint Language, [103]) as annotations to scenarios. The basic idea of annotating a scenario with these assertions is to enrich the scenario with state-based information and also to provide a means of checking the consistency of the scenario’s flow. These annotations assume some domain theory of the system, i.e., a set of domain variables and their associated semantics and constraining predicates or assertions of the values of these variables. Annotating scenarios with domain assertions helps to generate state-based automata models, instead of labeled transition systems (LTS), [78], that inherently have a higher number of states than their state-based counterparts.
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The synthesis approach of Whittle and his colleagues, [145, 146], assumes non state-based models as complementary specifications to scenarios, which is a special case among the approaches we survey. They use the UML Class model to help reason about and generate a hierarchical state machine model in a form of statechart [59, 61].

From the discussion above, we notice the following:

- A common denominator of all approaches is that they use state-based specifications to express component-wise state information which have little or no support in known scenario description methods (e.g., MSC State Labels [72] are too abstract to help in model synthesis). However, no approach has attempted to augment scenarios for the purpose of overcoming their inherent partiality problem.

- Some approaches (c.f., [129] and [133]) use explicit state models. However, none of these state models has direct relationships with the scenarios themselves. For example, Z specifications used in [129] are associated with individual components, but are not related to scenarios. Also, the temporal Logic properties in [133] are system-wide constraints, requiring scenarios to satisfy them, but do not have, for example, a one-to-one relationship with scenarios.

What we seek here is a powerful combination of state-based and scenario-based specifications types such that:

- Firstly, each specifications type should be employed within its expressiveness limit, without overuse that could lead to adverse results. For example, very long scenarios or over-conditioned scenarios (i.e., scenarios with too much nesting of constructs such as `loop`, `alt`, `par` (See Chapter 2 for detail) are no longer readable, tractable or maintainable by engineers. Also the state-based part of the specifications should be abstract-able to suit the early stages of development, when little information is known about the system.

- Secondly, a modeling relationship between the two types of specifications should be exploited so that each type becomes integral to the other. A good step in that direction was the insight offered by Uchitel et al. [133] that assumes properties are universal behaviors that prune the acceptable behavior space provided in scenarios. However, in our opinion, this does not fully reflect the potential of mixed-type specifications to be a powerful behavior requirements technique, which, in particular, supports synthesis of detailed automata models.

In our work, we propose a synergistic relationship between scenarios and an abstract form of automata models known as `modes`. We use `modes` to provide contextual scope to scenarios in a one-to-one (and
possibly one-to-many) mode-to-scenario(s) relation (see Chapter 4). We exploit this relationship and use it to propose a novel framework for structuring the scenarios specification (see Chapter 5) for the purpose of requirements elicitation, on one hand, and hand to facilitate synthesis of refined automata models on the other (see Chapter 6) from the integrated modes and scenario specifications types.

### 3.3.2 Generated Models

By output models we mean the detailed models of behavior that are generated from the model during the synthesis process. These models, sometimes referred to as design models [133], are effectively derived from the requirements specifications models that we discussed in the previous section. The derivation procedure and algorithms are determined by the specific synthesis process used. To avoid ambiguity, we will use the terms design models, to refer to these output models generated by the synthesis process, and requirements models, to refer to the input specifications models.

The design models involve several decisions that could well be platform-dependent; this is highly determined by the synthesis process and the thesis behind its approach. The intuitiveness of these decisions, the way they are introduced in the model, and how they contribute to further elaboration of the models, are among the distinguishing features of the approaches we detail below.

#### 3.3.2.1 Formalisms

Synthesis approaches vary in their selection of the formalism of the generated design models, however, almost all those formalisms are automata-based. Some approaches assume event-based automata formalisms and most of these formalisms are based on the Labeled Transition Systems LTS [78] and its variants: PLTS [136] and MTS [83, 133]. Other event-based formalisms are also used (e.g., Bontemps et al [20, 21] use I/O Automata).

Fewer approaches [39, 60, 85, 146] use state-based formalisms where states (and, in some cases, transitions) are labeled by propositions and predicates. A popular state-based formalism is the statecharts [59, 61] which has a rich set of syntactic features, in addition to its intuitive modeling principles. However, these features come at a price: it is easy to write down ambiguous statechart specifications.

Damas et al., [37], uses a mix of event-driven and state-based models where the states are ‘decorated’ with assertions on the state-variables.

Obviously, the synthesized model’s formalism is dependent upon that of input specifications models. Approaches that embed OCL-like assertions in scenarios, typically synthesize state-based
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models. On the other hand, approaches that assume MSCs with abstract message labels, typically synthesize Labeled Transition Systems. So, a careful selection of the input specifications (particularly if using mixed types) is crucial to determine the procedure itself, as well as the synthesized output models.

3.3.2.2 Synthesizing Global Automaton

The interactions in a scenario take place between a set of components (or objects). These components typically belong to the system under development and possibly to external components from the environment in which the system is designed to run (e.g., the system user). Most synthesis approaches build an automaton for each component, such that this automaton exhibits all behaviors of its associated component that appear in all scenarios where this component is involved. A few approaches, e.g. Damas et al. [37] and Harel et. al [60] build a global state machine of the entire system at early an stage of the synthesis procedure, which is likely to cause a state-space explosion. Moreover, constructing global automaton is not feasible in the case of a distributed component system, where each component is a subsystem on its own, with a separate state-space.

It’s worth mentioning here that if the entire system participates in scenarios as a single black-box component, then the generated automaton of this component will reflect the behavior of the whole system without details of its internal state (e.g., states that result from local or internal actions). These issues are related to the modeling concepts of system observability and controllability, and are highly dependent upon the system specifiers to decide the extent of observability of the system states.

3.3.2.3 Abstraction

For non-trivial systems the synthesized models are likely to be too large to be readable for manual inspection or presentation. So, the generated model has to be abstract-able, but not abstract: the synthesis process is effectively a refinement process of the input specifications with more technical design decisions resulting in a design model. It worth mentioning that we do not mean that the generated model will necessarily be platform-independent.

The work by Whittle and his colleagues [146] [145] is distinguished by their attempt to address this problem and generate statecharts models that promote hierarchic state machines. However, auto-generating hierarchic state machine as part of the synthesis process is tricky and could easily lead to ambiguous models (given the semantics issues with statechart and its variants [143]). For example, the heuristics in [146] may generate readable hierarchic statechart, but it can easily generate unambiguous ones, as it heuristically exploits generalization relations among variables in the state
vectors’ annotations on the used UML SDs in [103]. Moreover, the work of Whittle and Jayaraman [145] depend on the Interactive Overview Diagrams (IOD) [103], that recently introduced in UML 2.0. Effectively, IODs are flowchart-like diagrams that prescribe an ordering of UML SDs with some new features, such as preemption. Whittle and Jayaraman exploited the structure IODs to generate hierarchical state-machines, instead of flat machines as done in previous related work [146]. For now, we can say that the flowchart-based structuring concepts in IODs are inherited by the state machines generated from IODs as reported [145]. These flowchart-based concepts do not promote the basic concept of abstraction [103]. Moreover, that statecharts concepts of state hierarchy are questionable [105].

We detail in Chapter 5 a discussion on the effectiveness of IODs as a technique for scenarios structuring. Moreover, in Chapter 6 we demonstrate the use of these structured scenarios as input to the synthesis process.

The approaches of Uchitel et al., [133], and Krka et al., [83], generate Modal Transition Systems (MTS) [87] as output models. Simply speaking, an MTS is a labeled Transition System (LTS), [78], with the ability to distinguish “May-be” and “Must-be” transitions. MTS models assume the abstraction lies in the “May-be” state transitions, in the sense that they hide the (as yet unknown) decision of keeping this transition (i.e., label it as “Must-be”) or removing it from the model. If we look at the basic concept of abstraction we see this concept of “may-be”/“must-be” is not aligned with it, though it is useful.

Sun and Dong [129] use predicate abstraction [15] to construct abstract machines for Z-packages specifications (which is an input to their synthesis process), and use those machines in the refinement stage of their process. The purpose in [129] was not to introduce abstraction in the output model, but rather to refine (and constrain) the behavior in those other machines generated for each object appearing in the input scenarios.

We take a more proactive approach to introduce abstraction in the synthesized output model. We use abstract machines called modes as part of the input specifications in the first place. Mode Machines (Chapter 4) are state-based abstract specifications, that exploit the system state variables to model the state-space at its outset and from different aspects. The high abstraction level, the aspect modeling and the disciplined specification of these machines (see Chapter 4) overcome the modeling complexities of flat state machines or LTS-based automata [78, 87, 136].

We use these machines, which are codified as predicates over state variables, as an integral part of the input specifications, where they are combined with scenarios in a synergistic relationship (see

\[\text{Note that the concept of modality in MTS that originates in modal logic [30] is completely different from the concept of modes that originates in Hybrid Systems that we employ to structure scenario specifications in our work.}\]
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Consequently, our synthesized models inherit a detailed version of those machines resulting in hierarchic abstract state transition system that are straightforward enough to avoid the semantic problems associated with statecharts [59, 61, 143].

3.3.2.4 Refinement

Synthesized models should also be amenable to refinement leading to an implementation of the system-to-be – otherwise they will be throw-away models. Synthesis approaches need to provide a proper refinement method to direct the synthesized model from its abstract form to some implementation. The synthesized model should have the basic ingredients to be amenable to refinement to detailed models, possibly up to the implementation form such as source code. There are a plethora of refinement notions and calculi associated with corresponding automata formalisms.

The approaches [83, 133] that synthesize MTS models assume a post-synthesis step to refine (or, to put it better, resolve) the “May-be” behaviors in the MTS to either “Must-be” behavior or to remove it completely from the model. After some automated analyses of the synthesized models, a decision is taken to keep or remove the behavior according to the results of the analysis.

Most of the generated models are, more or less, standard automata and can be systematically refined to an implementation form using industry-applied code-generation techniques [122]. However the synthesis processes do (including ours, in Chapter 6) not cover the implementation step because the scope of the synthesis process is to generate the models and further refinement is likely to involve platform dependent decisions, which are out of scope of the research work under discussion.

3.3.3 The Methodical Aspects of Synthesis Process

3.3.3.1 Algorithms

The synthesis algorithm is central to the synthesis approach. Because each approach makes assumptions on which the method is built, it is necessary that an approach provides detail of its procedure or algorithm to crunch the input specifications and generate the output state machine. There are several distinguishing aspects we can use to classify the diversity of these algorithms. In this section we examine two aspects: the foundation of the algorithms, and their monotonic complexities.

On the foundations: some approaches [83, 127, 133, 134, 137, 145, 146] use algorithms that demonstrate and implement theorems and assumptions developed by the authors themselves. Sun and Dong [129] apply algorithms based on the observability and controllability concepts – drawn from the
Supervisory Control of event-based systems \cite{29} – in order to prune the intermediate state machine they generate in their synthesis process \cite{29}. Bontemps \cite{19} uses a game-theoretic solution in his synthesis approach to generate the output as Linear Temporal Logic (LTL) \cite{141}. The same author \cite{20} uses existing theoretical foundations of Bushi Automata.

Other approaches \cite{18, 35, 37, 94} apply learning algorithms \cite{12, 40} to infer the output synthesized models. One of the earliest attempts to exploit learning-based techniques for interactively synthesizing models from a given set of examples was the work of Makinen and Systa \cite{94}. They proposed the Minimal Adequate Synthesizer (MAS) algorithm and tool to interactively assist designers to build a statechart model for each process. The MAS algorithm is defined in terms of grammatical inference and it uses Angluin’s algorithm \cite{12} to infer a statechart with the help of membership and equivalence queries \cite{64} to be answered by the designer. The major drawback of MAS is that composing the resulting statecharts in parallel yields a system that may exhibit undesired behavior or deadlocks.

Damas et al. \cite{37} use an interactive procedure of classifying positive scenarios (i.e. desired scenarios) and negative scenarios (i.e., scenarios that should not happen) and derive an LTS for each process. They use passive learning algorithms (c.f., \cite{40}) to infer a global intermediate model, which is subsequently transformed into a distributed system. The passive learning algorithm employed by \cite{37}, however, does not support incremental model generation in terms of extensions or amendments of the given requirements specifications.

Another approach based on passive learning algorithms is that of \cite{35}, where it also uses grammatical inference to derive a formal model of a process from a given stream of system events; however, this approach works only with positive event streams (which correspond to positive scenarios).

Bolling et al. \cite{18} employ Angluin’s algorithm \cite{12} in their approach. The basic algorithm in \cite{12} is used to infer deterministic finite automata from regular languages \cite{5, 67}. Bolling et al. extend this algorithm to synthesize Communicating finite-state machines CFM from MSCs \cite{72}. They consider an MSC as a partial order on events from the system’s alphabet.

Other approaches rely on inductive reasoning. While deductive reasoning arrives at a specific conclusion based on a given set of generalizations, inductive reasoning is essentially at the opposite side where it attempts to create general principles by starting with many specific instances.

**Process phases:** We may also differentiate between the algorithms associated with different steps or stages of the synthesis process. There are however tricky steps, such as merging the (partial) state machines that are independently generated from separate scenarios of the same component into
a single (integrated) state machine representing the overall behavior of the system. The basic idea of
merging those machines is to efficiently identify identical states. Another challenge is the emergence of
non-determinism.

Whittle and Schumann [146] identify identical states in different FSMs by matching their state
vectors (i.e., the valuation of the state variables’ vectors in each state). They join identical states by,
first, connecting them with empty $\epsilon$-transitions and join them by applying a standard algorithm from
[5] to remove these $\epsilon$-transitions and simultaneously merge similar nodes. This is the most basic
approach to FSMs merging.

Uchitel et al. [133] use a more sophisticated algorithm to merge their MTS [87] based models.
They search for the least common refinement [133] model which is, roughly, a single MTS machine
model that exhibits all the behaviors of the merged MTSs without contradictions (and sometimes it
helps to self-refine the MTSs when a “May-be” transition in one MTS is “confirmed” by an identical
“Must-be” transition in another MTS).

In our approach, since we have several aspects to consider in our model merging process, we
merge our mode-based automata models in two steps. First step: we refine each mode-machine along
with its “embedded” FSMs generated from scenarios associated with this mode machine. For each
mode-machine, this refinement involves merging each subset of FSMs into a single FSM (and the
mode-machine itself resolves in the resulting FSM). Second step: we apply a standard process, similar
to that of [146], to merge the resulting FSMs (output from the first step) into a single machine.

**Complexity:** since the synthesis process has an automated component, complexity of the
algorithms involved becomes an important factor. Bontemps [19] 23 explored the classic Realizability
Problem [115, 1, 57] in the context of scenario-based specifications and proposed a very high
complexity algorithm (triply exponential). In an improved version of this work Bontemps et al. [22]
abandoned the completeness and proposed lightweight algorithms that still retain soundness. A
comparison of the various types of algorithms employed in different stages of the synthesis process,
and their complexity is provided Bontemps et al., [21].

Our synthesis algorithm, presented in Chapter 6, has polynomial complexity. However, since our
synthesis approach belongs to the compilation category of synthesis approaches, it is unfair to compare
it to the exponential-complexity of other approaches in other categories. See Section 3.2.2 for
description of different categories of approaches. Compared to other approaches in the same
compilation category: Uchitel et al. [133] proposes an exponential algorithm to synthesis MTSs from
properties expressed in Fluent LTL, and another second-order algorithm to synthesize MTSs from
3.3.4 State Space coverage

We propose that the major feature distinguishing our synthesis approach is state-space coverage that helps to minimize the partiality in requirements specifications. The behavior space of the system is well defined and bounded by its (automata-theoretic) state-space, which in turn is defined by the system’s state variables (See Chapter 4 for more detail). Because scenarios, by definition, are examples of system behaviors, they are partial specifications of the system, completeness of scenario-based specifications is hard to ensure if we judge it intuitively by writing more scenarios. We take this problem of incomplete specifications seriously in our approach and use modes (Chapter 4) to augment scenarios in order to help uncover hidden gaps in the state-space (see Chapter 5 for detail of this method).

To our best knowledge, no other approach has attempted to address state-space coverage by structuring partial specifications with respect to the state-space, as we do in this thesis (see Chapter 5.)

3.4 Discussion and Summary

In this chapter we have discussed in this chapter a wide range of approaches to automata-based model synthesis. We discussed the contributions of these proposals in detail illustrating the trends and directions researched for improving design models synthesis.

We surveyed the types and forms of the input specifications (i.e., requirements) from which the design models are synthesized. We also looked at the various formalisms assumed by these approaches for the synthesized output models, and finally we looked at the methodical aspects of these approaches, such as the proposed algorithms, their foundations, complexity, etc.

Clearly, almost all approaches focus on scenarios, as we do here, but few of these approaches attempted to address the problems associated with these specifications, such as partiality and composition. Some approaches have used special forms of scenarios such as LSCs [38] and Triggered MSCs [123]. Other approaches considered composite forms of scenarios such as High-level MSC [72]. Neither of these scenario forms helps to ameliorate the partiality of scenarios or to provide appropriate structure in scenarios. (High-level MSCs compose scenarios in a flowchart-like form that is not suitable as an architecture artefact [104]). In our synthesis approach we contribute a novel technique to structure scenarios specifications using modes [2] (see Chapters 4 and 5). Modes provide a
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multi-view, automata-based structure of the system’s state-space. Scenarios can then be specified within these modes that serve as contexts for scenarios and help guide their specification and so maximize the coverage of behaviors.

The synthesized models also varied in the formalism and abstraction. An ongoing trend is to use the special automata formalisms of Modal Transition Systems (MTS) \[87\] – an extension of the old Labeled Transition Systems (LTS) \[78\]. MTS can be considered as a flavor of 3-valued logic. It assumes the possibility of “May-be” transitions that can be elaborated later to a “Must-be” or completely removed from the model. Such a decision delaying feature is helpful; however, it is questionable how this formalism will capture abstractions, such as predicate abstractions and how it will provide a refinement mechanism for it. Our approach uses modes to create abstract automata models (Mode Machines, Chapter 4).

It is noticeable that very few approaches synthesize state-based models, and most of the proposed approaches synthesize event-based automata models. Using event vs. state-based models largely depends on the target application domain. For our approach here we synthesize a standard state-based automata models like those of classic Kripke structures \[82\]. This is mainly because we target control and cyberphysical application domains where it is quite common to use state variables and state-based automata as behavior models.

In the next two chapters, we will present our approach to structure the input specifications by using modes and apply a novel algorithm to synthesize, via a step-wise refinement, a concrete finite state machine out of these structured specifications.
Chapter 4

Behavior Modality

4.1 The origins of modes in Hybrid Systems

Wherever continuous and discrete behaviors meet, hybrid systems arise. Generally speaking, a Hybrid System \[93, 139\] is a mixture of continuous and discrete behaviors. These continuous and discrete behaviors not only coexist, but also interact together when the system state changes in response to the execution of both the discrete and continuous behaviors.

The roots of hybridism in the behavior of a single system stem from pure physical systems. For example, a ball bouncing on a flat horizontal surface will have different dynamics (i.e., behaviors) while it is falling, rising or striking the surface. These different behaviors are separately modeled as different continuous behavior-models and the transitions between them are modeled as “state jumps”. We refer the reader to \[93, 139\] for a deeper look at hybrid systems theory and applications.

Computer scientists, in particular, are interested in those hybrid systems where the discrete parts of the system are digital. This is especially profound in many technological systems, in which decision-making and embedded control logic are combined with continuous physical processes \[55\].

In this section we discuss a central modeling element of hybrid systems: mode. Intuitively, a mode is an abstract state that identifies a unique behavior; a hybrid system is said to be in mode A, if it is currently executing the behavior associated with mode A. The system has a number of modes – as many as the number of unique behaviors it exhibits. While in a particular mode, say mode A, the hybrid system may take any state of the state set that characterizes the particular behavior associated with mode A.
4.1.1 Behavior Hybridism and the Role of Modes in Hybrid Systems

Identifying the role of ‘modes’ is simply a case of identifying the different behaviors of the system. In other words, a hybrid system that exhibits a number, n, of unique behaviors is said to have n modes of operation; and a hybrid system is said to be in mode M, if it currently executing the behaviors associated with M. The real challenge, however, is to identify the different behaviors that make up the overall system operation, and this is usually a modeling problem. We take a look below at different situations of this hybridism in system behavior.

Hybridism may arise due to discontinuities in the system’s input/output behavior, sometimes depicted as “jumps” in the trajectory graph of this function. For example, the behavior of a bouncing ball, plotted in Figure 4.1, has discontinuities in its execution trajectory, which causes non-linear “jumps” in the state succession path. This situation of hybridism is well-known in physical systems with nonlinear dynamics. Traditional mathematics and calculi are unable to model such abrupt changes and nonlinearity. So, the overall behavior has to be broken down into a set of partial behaviors that are “regular” enough to be described concisely by a mathematical model. Such a mathematical model is commonly known as the system’s state equation [139]. The set of partial behaviors is identified by a corresponding set of modes, and a mode-transition relationship is specified, beside the continuous behaviors, to determine the switching logic between the system modes. This transition relationship is typically a simple sequential relationship in case of physical processes. The modes and their transition relationship represent the discrete side of the hybrid system.

Consider the physical dynamics of a bouncing ball where its state variables (position, speed, acceleration and direction) suddenly change from one mode to another while the ball is bouncing. The behavior is modeled by the following piecewise continuous equations:

\[
\begin{align*}
v(t) &= \begin{cases} 
-\dot{p}(t) \text{ m/s while in rising mode} \\
p(t) \text{ m/s while in falling mode}
\end{cases} \\
\dot{v}(t) &= \begin{cases} 
-9.81 \text{ m/s}^2 \text{ while in rising mode} \\
9.81 \text{ m/s}^2 \text{ while in falling mode}
\end{cases}
\end{align*}
\]

(4.1)

(4.2)

where \(p\) is the ball’s position, \(v\) its vertical velocity and 9.81 m/s\(^2\) is the constant gravity acceleration. This function is known as the state-space Equation of the system and is used in traditional systems theory as mathematical blueprint or model of the system behavior.
Figure 4.1: Hybrid System example: bouncing ball behavior trajectory
While the ball is in falling mode it changes its state uniformly, according to the gravity’s acceleration, until it strikes with the surface where it changes its mode from falling to stop and then to rising. At the point of impact, the ball’s state variables change completely causing the ball to enter a new mode: the speed flips instantly from the highest value it reached to zero and then instantly back to high; the direction flips upward; and acceleration flips to deceleration (because of gravity). While in any of its modes, the ball’s state changes regularly according to the state-equations of this mode.

4.1.2 Moving From Hybrid Physical Processes to Technological Systems

Technological Systems, where decision-making and embedded logic are combined with the continuous behavior of physical processes, are other examples of hybrid systems that are of interest in the computing domain. These technological (and hybrid) systems are pervasive in our daily life. They range in complexity from simple thermostats to embedded car-engine control systems. The behavioral hybridism in these systems is artificially introduced via embedded logic in order to control a physical process, for example, to maintain a desired operating point. This is unlike the hybridism in the behavior of the bouncing ball where the behavior naturally emerges and the ball autonomously switches its behavior, from a mode to another, at the point of impact. The common denominator of both types of hybrid system is that switching between the different modes forms a machine of modes that serves to “overarch” the system behavior and its state-space. Consider the example of a simple thermostat in Figure 4.2.

The temperature-controller model in Figure 4.2 compromises two modes; the heating mode and the cooling mode. The heating mode is characterized by the predicate equation \( q(t) = \text{ON} \), and the cooling mode is characterized by the predicate equation \( q(t) = \text{OFF} \). These modes identify two different behaviors characterized by the state-equations

\[
\dot{T} = \begin{cases} f_{ON}(T(t)) & , \text{when } T(t) \geq T_{\text{min}} \\ f_{OFF}(T(t)) & , \text{when } T(t) \geq T_{\text{max}} \end{cases}
\]

respectively. These two state-equations describe the continuous behavior of the thermostat. On the other hand, the two modes’ identifiers (heating and
cooling) and the logic of switching between them describe the discrete behavior of the thermostat.
Switching from cooling to heating modes takes place at time $t_{ON}$, such that $T(t_{ON}^+)=T_{min}$.
Similarly, switching from heating to cooling is driven by the event $T(t_{OFF}^+)=T_{max}$. Figure 4.2 shows the discrete side of the thermostat system model.

Modes are pervasively used in hybrid systems’ models as first-class elements to manage the complexity resulting from the diversity of behaviors, and to facilitate the use of standard techniques to analyze and control of these behaviors. We presented two examples of hybrid systems where modes are used to model the discrete side of the behavior for different purposes.

In real world systems, particularly in technological systems, there is typically more than one aspect of hybridism in their behavior (e.g., the behavior of physical versus computing processes); the individual behaviors are interdependent and sometimes overlapping under certain conditions. Such complexity is no longer manageable by a simple mapping-function from a set of distinct behaviors to a set of modes (as demonstrated in the bouncing ball example 4.1). These cases arise in highly discrete systems, such computer software, where the behavior is determined by the set of user requirements that are typically non-homogeneous.

In the rest of this discussion we look at these cases and incrementally elaborate on the Modal Behavior modeling of hybrid systems into multiple-degrees modeling of Modal Behavior.

4.1.3 N-Degrees of Modality in Behavior: Engineering Software with Modes

In most physical processes with hybrid behavior, identifying the system modes is fairly straightforward, given the continuous behaviors’ specifications. Simply, each distinct behavior is characterized by a mode (see the bouncing ball example 4.1) and the system switches between those behaviors at runtime in response to input events (e.g., when the bouncing ball hits the floor). No challenging issues have been reported in identifying the system modes for singly-dimensioned Modal Behavior in traditional hybrid systems [93, 139].

In technological systems, however, system requirements go beyond a simple switching between exclusive set of modes. For example, most control systems consider a set of failure modes that coexist along with the core modes-set that identify the hybrid behaviors of the physical process being controlled. In software engineering community, a famous case study of this system type is the Steam Boiler Controller (SBC) [105]. In the SBC, the computer controller must maintain the water-level within certain limits using a set of pumps, and must also consider failure modes such as normal, degraded, emergency, etc. The core behaviors of the SBC are related to turning ON and OFF a group
of pumps, based on some hysteresis, to control the process of water level change. Along with the water-level control behaviors, the SBC has other behaviors to handle the failure modes. Such a set of failure modes in control systems is not additive (or exclusive) to the core system behavior modes but rather it co-exists and overlaps with the core behavior mode-set, forming another dimension of modality in the overall system behavior.

4.1.3.1 The behavior irregularity spectrum

Figure 4.3 depicts the spectrum of irregularity in engineering systems, with some common example systems annotated along the line.

Systems of linear and hybrid physical processes are at the lower end of the spectrum. Next there is a range of control-based systems, involving software and hardware. Even though they include software components, the software in these control-systems is typically implementing control-algorithms that have a limited effect on the overall system mode (e.g., an algorithm starts and finishes execution within the same system mode). Non-trivial systems implemented in digital hardware have more irregularity than the previous systems. Indeed, digital hardware has a huge number of discrete states, compared to control systems and nonlinear physical processes. When we move further towards systems with more irregularity and hybridism in behavior, software systems come to the picture.

4.1.3.2 The “surprises” of software irregularity

The basic challenge in modeling software systems is its unexpected behaviors, sometimes known as behavior surprises [106]. The extreme irregularity in (the requirements-driven) behavior impedes designers from comprehending the overall system operation. Software designers are still unable to sketch a (wishfully mathematical [108]) model as concise and precise as classical mathematics served

---

1The classification in Figure 4.3 is relative and neither accurate nor comprehensive. Our goal is it to put software systems and traditional engineering systems in one picture to illustrate the differentiating issue with modeling software systems. This helps motivate our use of modes to overcome this irregularity in software, as we will see shortly.
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for tradition engineering systems, even though it is claimed that discrete mathematics serve the function that continuous mathematics did for traditional engineering.

One of the main reasons software systems are highly irregular is the unpredictable environments in which these systems live. For example, for nontrivial GUI applications, designers can not predict (all possible) sequences of manipulating the GUI controls; a communications server does not know what message sequence could arrive during any period of time; etc. The design of those systems usually captures the typical cases inferred from requirements (plus some ad-hoc selected boundary conditions), leaving the rest of “case-space” as unexpected surprises that hopefully won’t happen. Some designs handle the unexpected events by ignoring them [110]. This has resulted in a software engineering dispute which has escalated to the extent that researchers believed software development is a radical design task [74] to which normal engineering concepts are not applicable.

The concept of modality is sufficiently extensible to manage such irregularity in software, in much the same way as it did for hybrid systems. Software systems are necessarily multi-aspect, and thus modeling their behaviors requires N-degrees of modality.

4.1.4 Section Summary

We presented the historical background of the origins of modes in hybrid systems, and we drew together these classical hybrid systems and modern software systems in one picture. We tried in this section to introduce modes. In general, we indicated how modes can manage the complexity of software systems, from the traditional engineering viewpoint. Recent calls for specializations [73] in Software Engineering might help to extract some universal properties of those specialized domains. In section 4.2 we try to link this characteristic of software systems and use modes to address it.

4.2 Achieving N-Degrees of Modality via N-Classes of Modes

So far, we outlined the role of modes in managing behavior irregularity in physical systems, as well as their potential to serve a similar role in software systems. As software systems are multi-aspect systems, the one-dimensional view of modes in hybrid systems needs to be extended to a multidimensional one in order to cope with several aspects typically arise in software systems. In this section we discuss the mechanisms to achieve N-Degrees of modality, building on existing research work.
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4.2.1 What makes a good abstraction

Abstraction is the ultimate solution to manage this (irregularity-driven) complexity in software systems. The key point, however, is to find useful and “faithful” abstractions. A System Model is an abstraction of the real system, revealing some properties of interest and hiding other details. Usually, the revealed properties are those that are implementation-independent, while the reverse is true for the hidden properties. A useful abstraction, in our opinion, is the one that is simple enough to be consumable by humans and formal enough to be analyzable by a computer. The classical example of such an abstraction in computer science is the transition diagram [67]. A faithful abstraction does not show properties which the system does not possess in any possible implementation.

4.2.2 Mode-Classes: Reinventing “Modes” in Software Engineering

David L. Parnas brought the idea of multi-dimensional modality to the paradigm of software engineering [7, 86, 102, 103, 113]. Even though the idea was developed to model behavior complexity in control-related applications, it is equally applicable to other problems that are not necessarily control-oriented [13, 117]. This work started at the Naval Research Lab where Parnas headed the Software Cost Reduction (SCR) project to redesign a major part of the Flight Management Software of the A-7 aircraft, in an attempt to prove the feasibility of his formal approach to software specifications [7]. The basic concept of modes was already used by the A-7 aircraft engineering team, in the same sense of hybrid systems, but these modes specifications were singly-dimensioned and, so, too complex to comprehend [7]. Parnas attempted to restructure those modes, and their associated behaviors, to help describe the functionality of the flight management software using his functional-specifications method [36, 63]. Parnas clustered these modes into classes of modes. Each mode-class contains a set of modes that are exclusive to it, i.e., the system could exist in one and only one of the modes belonging to the same mode-class. However, modes belonging to different mode-classes are not necessarily exclusive.

In this thesis, we build on the basic idea of mode-classes, and we conjecture that this arrangement of modes has good potential to enable multi-dimensional behavior specifications, and is potentially applicable to most software systems and applications such as user interface, distributed systems, etc. The approach, as we envision it and apply it here, is independent of the specifications form (be it mathematical functions or informal scenarios). So it potentially could allow integration between different paradigms of software specifications. Our focus in this thesis is to apply this multi-modal approach to introduce structure into scenario-based specifications, with the goal of supporting the synthesis of automata-based behavior models of software applications. We consider this as a first step
for future exploitation of multi-modality in software engineering, opening another avenue of investigations beyond the work in this thesis.

4.3 Automata-Theoretic Formulation of Modes and Mode-Classes

So far in this chapter we attempted to, informally, flesh out the concepts of behavior modality and we have given a historical background supported by examples of real systems. In this section we provide theoretical foundations of these concepts and derive sound properties of model-refinement that are useful to the behavior synthesis technique we introduce in Chapter 6. Even though the concept of Modal Behavior (in its raw form) originates in hybrid systems, the mathematical formulation and the derived properties we provide in this section, are not replacing the theoretical foundations of hybrid systems (c.f., [93, 139]), but rather are a “port” of it to the domain of highly-discrete systems such as software applications.

In this section, first, we make an important distinction between the state and mode concepts – something rarely made clear in the computing literature. Also, we explain the concept of mode-class, in the light of the available literature [7, 33, 63, 109], and we show how the role played by mode has already been played by state but at a more concrete level. We also indicate the benefit of capturing several views of the system via multiple classes of modes.

Second, we put our formulation of mode-class into automata-theoretic form by defining a Mode-Machine. This helps to put modes specifications and the other specifications, such as scenario specifications (see Chapter 2), into one homogeneous form (i.e., automata), that allows integration and cross-refinement of both types of specifications into a single elaborated behavior model of the system which is amenable for further analyses. Finally, we derive important properties of modes, such as modes refinement.

In Chapter 2 we briefly outlined the Engineering Safety Actuation System (ESFAS) [2] and used it as a running example to illustrate scenario-based specifications. We will continue to use this system here as a running example to explain the concepts when necessary.

4.3.1 Mode vs State

We begin by recalling the familiar concept of system state, or simply state. Let $V$ be a set of variables and $D$ be a set of values. A state is a function $t : V \rightarrow D$, and a state-space $T = (V,D)$ is the
set of observable states. The space $T$ is defined as $v_1 : D_1, \ldots, v_n : D_n, \forall v_k \leq n \in V$, and $\forall D_k \leq n \subseteq D$ where $D$ is referred to as the domain of interpretation.

Assuming an arbitrary ordering of variables, a state, $t \in T$, can be given as a tuple; $t = \langle t(v_1), \ldots, t(v_i), \ldots, t(v_n) \rangle$, where $t(v_i)$ is the valuation of the variable $v_k$ in the state $t$, and $n$ the number of variables in $T$.

We assume the state transition system as the concrete level of space representation, relative to which we describe more abstract representations using modes.

**Definition 1.** (Mode $M$). Let $T = \langle V, D \rangle$ be a space and let $Q$ be a predicate over $V$. A mode $M$ is a subset of states $M \subset T$ such that $\exists t \in T, Q(t) \Rightarrow t \in M$, where $Q$ is said to be characterizing the mode $M$.

That is, a mode $M$ is a subset of states that satisfy some predicate $Q$. Unlike hierarchical state models, a mode itself is not a higher-level state, but it is a group of states. For example, the predicate $(p = \text{norm}) \land (sb = \text{off})$ characterizes the normal operation mode $M_{\text{NORM}}$ in the ESFAS system. $M_{\text{NORM}}$ contains all the states where the pressure is normal and the safety blocking $sb$ is not blocked. A state, such as $t = \langle \text{norm}, \text{off}, \text{inactive} \rangle$, satisfies $Q_{\text{NORM}}$ and belongs to $M_{\text{NORM}}$. Intuitively, a mode is the endurance of the system operation (or execution) over a set of states, which have a common invariant. We can say that if two identical systems are in the same state, their behavior will be indistinguishable. However, this is not necessarily true for two identical systems in the same mode.

### 4.3.2 Mode-Class

To be able to model a space $T$ using modes, there must be a number of modes covering the system space. These modes must be disjoint to be usable in an abstract transition system. Such a collection of modes is referred to as a mode-class.

**Definition 2.** (Mode-Class $MC$). For a space $T = \langle V, D \rangle$, a list of modes $MC = \langle M_1, \ldots, M_m \rangle$, characterized by a corresponding list of predicates $Q_{MC} = \langle Q_1, \ldots, Q_m \rangle$, is called a Mode-Class $MC$ iff each state $t \in T$ is in exactly one mode $M_i \in MC$. That is, $\forall t \in T, \bigoplus_{i=1,\ldots,m} Q_i(t)$.

This means that a mode-class $MC$ is a set of disjoint modes that are covering the system state-space. A $MC$ is a partitioning of the space $T$, induced by the equivalence relationship given by the formula in Definition 2. As an example, we may partition the state-space of the ESFAS system by two mode-classes: the pressure mode-class $MC^{pr}$ and the safety-blocking mode-class $MC^{sb}$. The mode-class $MC^{pr}$ partitions the space into three modes $M_1^{pr}$, $M_2^{pr}$ and $M_3^{pr}$, which are the modes of the ESFAS computer system, when the plant’s pressure is low, norm and high, respectively. Also, the
mode-class $MC^{sb}$ partitions the space into two modes $M_1^{sb}$ and $M_2^{sb}$, which are the modes of the ESFAS, when the safety-blocking button is on or off. The predicate $sb = on$ characterizes the states that belong to the mode $M_1^{sb}$, and the predicate $sb = off$ characterizes those states belonging to the mode $M_2^{sb}$. Similar predicates are defined for the modes in $MC^{pr}$.

As a notational convention, $M_i^{class}$ denotes the $i$-th mode in the mode-class $MC_i^{class}$ and $Q_i^{class}$ denotes the predicate characterizing $M_i^{class}$.

The concepts of mode-classes and state-space partitioning can be best illustrated via a mental picture of the state-space. Let us imagine the state-space of some system as a rectangle, where its edges are the limits of the state-space and where each space unit on the rectangle is a state. If this system is a continuous system, then the unit of space (i.e., the state) is infinitely small and hence the number of states is infinitely large – so the state-space is a continuum of states.

However, in the case of digital system, the state-space must have a finite number of states, and the rectangle will have a finite number of space points (or space units) – so the state-space is a discrete set of states. In our mental picture, the (discrete) state-space is represented by a set of small circles lying within the perimeter of the rectangle (of the continuous counterpart system). The (discrete) system always exists only in one of this finite number of states, and never exists in any other state in the continuum of this rectangle.

Figure 4.4 spatially depicts the state-space (of some discrete system) as rectangle with the discrete states depicted as small circles.

The figure shows three possible partitionings of the state-space so that the discrete states set is partitioned into subsets of states where each subset corresponds to a mode. Each of these partitionings is a possible mode-class of the system. Note from the figure that in the same partition the states subsets are not overlapping. However, it is possible to find overlaps between two subsets.

---

2Remember that our digital systems are based on the fundamental assumption that, at any point of time, the system exists in one of a finite set of states and that the time the system takes to change state is too short to be observable (otherwise the transition will be itself a state).
that belong to two different partitionings.

We can conclude here that a mode-class is an abstract representation of the system. We can clearly see that, if we hide the states in any of the three partitionings in the Figure, so that the discrete system state-space is then represented by a fewer (and more abstract) number of state-space units, each corresponds to a mode. When we model a system-to-be, we need to start from such an abstract view, because we do not yet have enough information to define the detailed states of that system. This abstract view can then be refined as we elaborate the system behavior and add more state information in a process of refining the state-space from the (mode-based) abstract view to a (state-based) concrete one. The next section takes the modes a step further and put them in a automata form.

4.3.3 Mode-Machine

In a mode-class, the disjointness property of modes allows us to specify a transition relation between modes – similar to the transition relation between states in FSM – resulting in an abstract transition system. We refer to such a transition system as a Mode Machine.

Definition 3. (Mode Machine MM). For a space \( T = (V, D) \), a structure \( MM = (V, Q_{MC}, MC, M_0, \delta, \Delta) \) is called Mode Machine, where:

- \( V \) is a finite set of system variables.
- \( Q_{MC} \) is a collection of predicates characterizing modes in the mode-class \( MC \).
- \( MC \) is a mode-class partitioning the space \( T \).
- \( M_0 \in MC \) is the initial mode, which includes the initial system state.
- \( \delta \subseteq MC \times MC \) is the transition relation. A transition from \( M_i^a \) to \( M_j^a \), denoted by \( M_i^a \xrightarrow{\ell} M_j^a \) is itself a predicate relation \( \ell : V \rightarrow V' \), where the primed variables denote the variables after the transition.
- \( \Delta \subseteq V \times D \) is the output function.

The semantics of an \( MM \) are that of a standard transition system, with its nodes denoting modes instead of states. Figure 4.5 illustrates two mode machines \( MM^{pr} \) and \( MM^{sb} \) corresponding to the mode-classes \( MC^{pr} \) and \( MC^{sb} \), respectively.
Figure 4.5: (a) Illustration of the ESFAS mode-machines $MM^{pr}$ and $MM^{sb}$. (b) Illustration of the $MM^{pr}$ mode-machine (in-dotted-lines) refined with the FSMs (converted from the scoped scenarios).
4.3.4 Mode Machine Refinement

We use mode refinement and mode-class refinement to elaborate the state-space to a more comprehensive description. The ultimate target of refining a mode machine is to reach a concrete transition system where all modes are singletons. A mode is singleton if

$$\exists t | Q(t)$$

where Q characterizes this mode. There are two challenges in refining a mode machine: refining the state-space and elaborating the transition relation.

**Refining the system’s state-space.** This requires each mode in a machine to undergo successive iterations of partitioning until we have all modes as singletons, while preserving disjointness and space-coverage. Each mode is partitioned successively into a set of sub-modes or sub-spaces, constituting a lower-level mode-class which is local to that mode. This is performed in the same sense as we have partitioned the whole system state-space into the very first mode-class.

**Lemma 1. (Mode Refinement).** Consider a Mode-Machine $MM = (V, Q_{MC}, MC, M_0, \delta, \Delta)$. For every non-singleton mode $M_k \in MC$, characterized by a predicate $Q_k \in Q_{MC}$, there exists a local mode-class $MC_k$ that partitions the space part scoped by $M_k$. $MC_k$ is referred to as refining $M_k$, denoted as $M_k \prec MC_k$.

**Proof.** From Definition 3, the space scoped by $M_k$ is partitioned by $MC_k$ similar to the way the system space is partitioned by $MC$.

That is, a partitionable (i.e., non-singleton) mode $M_k \in MC$ can be refined to a class of sub-modes local to $M_k$ and covering only the $M_k$’s space part. This can be generalized for a mode-class, as follows.

**Theorem 1. (Mode-Class Refinement).** For a mode-class $MC$, which is defined on a space $T$ and includes one or more non-singleton modes, there exists a mode-class $MC^R$, defined on the space $T$ and refining $MC$, such that the partial order relation $MC \prec MC^R$ holds.

**Proof.** Direct from Lemma 1 and Definition 2.

Theorem 1 can be explained by assuming that $MC$ has only one partitionable mode $M_j$ and all the others are singletons. The mode-class $MC$ is said to be refined by another mode-class $MC^R$ if:

1. there is a subset of modes $MC^j \subset MC^R$ such that $MC^j$ refines the mode $M_j$. $MC^j$ is said to be a local mode-class to $M_j$ (Lemma 1) because the modes in $MC^j$ are covering the space of $M_j$ only;
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2. \( MC \setminus M_j = MC^R \setminus MC^3 \), which means that the set of modes in \( MC \) that are not refined in the \( MC \prec MC^R \) relation (i.e., the singletons) appear identically in \( MC^R \).

To reach a concrete model, the state-space should be refined until all modes become states. It is important to note that there may be arbitrarily large possible refinements of the same mode-class. This directly follows from the fact that there may be arbitrarily large numbers of possible mode-classes partitioning the system’s state-space.

Elaborating the transition relation. After refining the mode-class, the refined modes are no longer part of the model and are replaced by their refining modes. As a consequence, the transitions connecting those refined modes must be elaborated, such that they connect the refined model.

**Definition 4.** (Mode-Transition Elaboration) Consider \( MM = (V, Q_{MC}, MC, M_0, \delta, \Delta) \) and two modes \( M_q, M_r \in MC \) are refined such that \( M_q \prec MC^q \) and \( M_r \prec MC^r \). A transition is elaborated to a set of transitions \( (\forall i, j: M_q^i \xrightarrow{T} M_r^j) \subset (MC^q \times MC^r) \), where \( M_q^i \in MC^q, M_r^j \in MC^r \).

We use space refinement and transitions elaboration as means in our approach to synthesize an integrated system from partial specifications and mode machines. The following sections discuss this process and validate the approach on the Safety Actuation ESFAS case study [36].

4.4 Modes Identification and Selection

One of the main modeling challenges is to identify the basic elements that characterize the system model. A well known example in software engineering is the Object-Oriented development paradigm: identifying the system objects and building their Class-Structure Model is a crucial step for further phases in the development cycle [80, 103, 116]. Unfortunately, there is no standard or systematic or methodical way of doing this task other than using the guidelines-based methods such as the Object-Oriented Analysis and Design OOAD method [80, 116]. Whereas the output artefact of the OOAD method is a structural-model of the system, behavior modeling is concerned with the interactions between those structural elements (resulting in a separate behavior model for each object, not overall system behavior model) and so the bare OOAD method might not be the ideal tool here.

Our target model is the set of mode-classes and their individual modes, with the semantics described in Section 4.3 As modes are characterized by predicates on system variables, those variables play a crucial role in determining the scope and abstraction-level of modes and mode-classes.\(^3\)

\(^3\)We remind the reader that the approaches described in this thesis are concerned with the overall system behavior model and do not assume any predefined structure partitioning. However, we believe the approach is equally applicable to the individual system components, considering each component as a system on its own and its environment as the other components interacting with that individual component.
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The task of identifying the system variables is analogous to identifying, for example, the system objects in the OOAD method. There must be an initial description, even in textual format, from which the specification task begins. The representation of variables is another issue that largely depends on the application domain. For example, the state of an 8-bit counter can be modeled by a single 8-bit variable, a pair of 4-bit variables, etc. So, the selection of the system variables is application-specific and depends upon the available domain expertise.

Now we turn to the no-less challenging task of identifying the mode-classes and their modes. Modes identification is essentially a task of architect-ing the system behavior. At the architecture design stage, designers are interested in the over-arching aspects and they do not know the specific details related to an implementation. By “implementation” here we mean the concrete states and the computations taking place in each state. As with other modeling tasks, there is no standard method for providing an exit criteria for eliciting more (or elaborating the existing) modes. Accumulated experience, though not ideal, is the only viable way to provide heuristics and guidelines to help in this process. In this section we build on our experience of using mode-based specifications and we contribute a technique to help identify mode-classes in a way similar to the formulation of the state-equation of traditional engineering systems (cf. the state-equation model of the bouncing ball in Section 4.1.1). We demonstrate the technique briefly on the Safety Actuation System ESFAS [36]. A detailed demonstration will be provided in Chapters 5 and 6.

4.4.1 Canonical Form of Mode-Classes

Remember the basic definition of mode from Section 4.3: a mode is a set of states, and is characterized by a predicate on system variables. So, identifying a system mode is a question of what predicate to use to characterize this mode. We would be lucky if the domain experts could provide us with information (even incomplete) on the modes the system is expected to be in. For example, the initial requirements of the Steam Boiler Controller [3] predefine the system’s Failure Modes and the (somewhat inconsistent) expected system behavior in each mode. In such cases, the behavior architects would only need to use the system variables and compose the predicates that characterize each of those failure modes. Such a situation is fairly common in control-oriented applications, but, unfortunately, it is rare, or incomplete, in the requirements specifications of general pure-software systems.

In general, we see two approaches to identifying system modes from initial user requirements:

1. The first approach is to intuitively analyze system operations and functional requirements provided by domain experts, and extract the modes information. There could be several
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heuristics for doing this:

(a) one common heuristic applied in hybrid systems [93, 139] is to look for the steady-state operating points, where the system is likely to spend considerable time, or where the system performs non-frequent transitions to another operating point. This heuristic is most useful in applications controlling physical processes. If we take our bouncing example, while the ball is in the falling mode it falls steadily with constantly increasing speed (the gravity acceleration), it changes this mode only when it hits the ground, and flies up steadily in the rising mode repeating itself for a number of bounces.

(b) Another heuristic is to look for system configurations. While in a particular configuration, the system shows distinct behavior and functionality. This terminology is pervasive in GUI applications, where the GUI controls (e.g., buttons, check-boxes, etc.) might have very different functions under different configurations (a.k.a. application settings.) Text editors are well known examples of these cases.

This approach is ad hoc and quite dependent upon the designer’s intuition.

2. Another approach is to start from the system variables and predicating directly on them to build the mode-classes behavior model. This approach builds on the assumption that system variables are definitive enough to adequately describe the system state-space.

The latter approach is more formal and provides designers with an appropriate tools to partition the state-space with full control on what variables to expose and what variables to hide in each mode-class, assuming that the variables were pre-identified in an earlier modeling step (see discussion in 4.4.1).

We follow the latter approach because it allows for exhaustive exploration of mode-classes (e.g., designers can start modeling a mode-class per variables and combine variables if necessary). The drawback of the first approach is that it could set out of hand very quickly.

In this section, we propose a novel technique for identifying system modes by exploiting a canonical form of state variables. We call the resulting mode-classes model a Canonical Mode-Classes model as it is inspired by the canonical form of the State-Space Equation model of traditional systems (see Section 4.4.1.1). The questions here are: what are the possible techniques to do this, and what criteria to use to decide evaluate if the technique is effective, practical and scalable?

4Other terminology refers to the state variables as domain variables that define a domain theory of the system.
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We attempt to answer these questions in this section. First, we recall our bouncing ball example (Section 4.4.1.1) to showcase our approach for identifying modes by deriving the Canonical Mode-Classes behavior model of the bouncing ball from its canonical State-Space Equation. Even though we derive three mode-classes in this mode, a single mode-class is sufficient and we will discuss why other mode-classes are redundant in this example. Next we take a further step in Section 4.4.1.2 and apply our approach to a real-world system: the Safety-Actuation system ESFAS [36]. We finally conclude with notes and observations in Section 4.5.

4.4.1.1 The bouncing ball behavior Mode-Classes

Let us start from our example of bouncing ball system. Equations 4.1 and 4.2 are the State-Space Equations, in non-canonical form, involving two system variables: the ball position $p$ and its velocity $v$, and the trajectories of these two variables are illustrated in Figure 4.1. The canonical form of the State-Space Equations is expressed as:

$$x_1(t) = a \cdot F(t) + b \quad (4.3)$$

$$x_2(t) = \dot{x}_1(t) \quad (4.4)$$

$$x_3(t) = \ddot{x}_2(t) \quad (4.5)$$

where $F(t)$ is the parabolic function of the bouncing trajectory of an arbitrary bounce (see Figure 4.1). The variables coefficients, $a$ and $b$, are variables represent the ball’s material. The motion of the bouncing ball is described by three state variables; its position $x_1$, its vertical velocity $x_2$ and its acceleration $x_3$.

Having established the State-Space Equation in its canonical form, the Canonical Mode-Classes model can be derived from these state equations such that, for each state variable, the range of the variable’s function is partitioned into a set of sub-ranges that identify a corresponding set of modes in a one-to-one relation. This set of modes constitute a mode-class.

Now let us apply this procedure to the bouncing ball example. The trajectory of the position function $x_1(t)$ can be partitioned into two ranges corresponding to the falling and rising sub-trajectories, which are easily described via parabolic functions, (see Figure 4.1). The partitioned version of the position trajectory function is now expressed as:
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where $F_{\text{rise}}(t)$ and $F_{\text{fall}}(t)$ refer to the functions of, respectively, the rising and falling trajectories of the overall parabolic trajectory of an arbitrary bounce (as in Figure 4.1). This partitioning of the function variable $x_1(t)$ results in a mode-class $MC_p$ that has two modes: the raising mode $M_p^{\text{rise}}$ and the falling mode $M_p^{\text{fall}}$, where $M_p^{\text{rise}} \equiv a.F_{\text{rise}}(t) + b$ and $M_p^{\text{fall}} \equiv a.F_{\text{fall}}(t) + b$. Using the notation in Definition 4, we refer to the position mode-class $MC_p = \langle M_p^{\text{fall}}, M_p^{\text{rise}} \rangle$.

Obviously, a similar partitioning can be made on the trajectory functions of the ball’s velocity $x_2(t)$ and acceleration $x_3(t)$ variables. The partitioned versions of these state variables are expressed as follows:

$$x_2(t) = \begin{cases} -\ddot{x}_1(t) & \text{during the slowdown mode} \\ \dot{x}_1(t) & \text{during the speedup mode} \end{cases}$$

(4.7)

$$x_3(t) = \begin{cases} -9.81 & \text{during the decceleration mode} \\ 9.81 & \text{during the acceleration mode} \end{cases}$$

(4.8)

As in the case of the position state variable $p$, the partitioning of the velocity and acceleration state variables results in two additional mode-classes: velocity mode-class $MC_v = \langle M_v^{\text{speedup}}, M_v^{\text{slowdown}} \rangle$ and acceleration mode-class $MC_a = \langle M_a^{\text{decel}}, M_a^{\text{accel}} \rangle$, where $M_v^{\text{slowdown}} \equiv \dot{x}_1(t), M_v^{\text{speedup}} \equiv -\ddot{x}_1(t), M_a^{\text{decel}} \equiv -9.81$ and $M_a^{\text{accel}} \equiv 9.81$. The corresponding mode-machines are drawn in Figure 4.6.

We could easily observe that these mode-classes coincide, such that the modes $M_p^{\text{rise}}, M_v^{\text{slowdown}}$ and $M_a^{\text{decel}}$ completely overlap, and similarly the modes $M_p^{\text{fall}}, M_v^{\text{speedup}}$ and $M_a^{\text{accel}}$ overlap. This means that a single mode-class would suffice to describe the discrete part of the ball’s motion.

Formally speaking, if we apply the Theorem 1 (mode-class refinement) to these mode-classes we will find that the resultant mode-class is equivalent to any of the merged classes. Figure 4.7 illustrates the result of this merge. In this figure, the derived mode-classes in Figure 4.6 are merged in one mode-class we labeled as $MC_{\text{BallMotion}}$, where the modes $M_p^{\text{rise}}, M_v^{\text{slowdown}}$ and $M_a^{\text{decel}}$ are merged in one mode $M_{\text{BallMotion}}^{\text{up}}$ and the modes $M_p^{\text{fall}}, M_v^{\text{speedup}}$ and $M_a^{\text{accel}}$ are merged in one mode $M_{\text{BallMotion}}^{\text{down}}$.

Note that, in Figure 4.7, we arbitrarily used the variable $x_2$ in mode transition, however, the events on the other state variables, in Figure 4.6, could also be used because all of these events are simultaneous and cause the same transitions.
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Figure 4.6: Bouncing ball mode-classes

Figure 4.7: Bouncing ball’s position mode-class $MC_{BallMotion} = (M_{up}^{BallMotion}, M_{down}^{BallMotion})$
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Table 4.1: State variables of the ESFAS controller

<table>
<thead>
<tr>
<th>variable name</th>
<th>description</th>
<th>domain values</th>
</tr>
</thead>
<tbody>
<tr>
<td>pr</td>
<td>steam pressure</td>
<td>HIGH, NORM (i.e., normal) or HIGH</td>
</tr>
<tr>
<td>sb</td>
<td>pushbutton to block the safety signal activation</td>
<td>ON or OFF</td>
</tr>
<tr>
<td>ss</td>
<td>safety-signal status</td>
<td>ACTIVE or INACTIVE</td>
</tr>
</tbody>
</table>

The bouncing ball example is a rather simple example of a hybrid system. Although simple, the bouncing ball example demonstrates an important aspect of traditional systems: the behavior regularity. One apparent regularity is the symmetry of the trajectories in the two modes of each state variable – the trajectory functions differ only in sign. Another interesting, but somewhat implicit, regularity here is the exact synchronization between the transition points in all mode-classes of the state variables. The mode-classes in Figure 4.6 coincide, because the state variables have strong and regular dependencies, such that they synchronize together (i.e., they change at the same time and towards the same modes). This is not the case with systems having more discrete, requirements-driven behaviors. In the following section we will examine a more useful example, the ESFAS Controller \[36\], and derive its Canonical Mode-Classes model.

4.4.1.2 Canonical Mode-Classes of the ESFAS Controller

The ESFAS computer controller is part of power plant and is intended to mitigate damage to the plant when faults occurrence. ESFAS receives signals from different sensors and checks if the signal level has reached predetermined set-points, in which case ESFAS sends a safety notification to another safety-handler system which deals with the accident \[36\]. We identified in Table 4.1 the state variables necessary to define the ESFAS state-space. Also Figure 4.8 visually illustrates the canonical mode-classes model of the ESFAS controller.

Notice that each mode-class in Figure 4.8 is concerned only with its corresponding variable with abstraction of all other variables. So, each mode-class represents a concern and is valid at this abstraction level. We can deduce more detailed (and meaningful) mode-classes by (incrementally) merging these mode-classes together. Figure 4.9 illustrate a merge of all ESFAS canonical mode-classes in a single detailed mode-class.

In theory, the result of merging the mode-classes could be twelve modes (the cross product of all modes in all classes). However, due to the system’s constraints (e.g., safety can not be blocked if

\[\text{Note: these variables are slightly different from the original problem specifications for brevity and clarity purposes. For example, the original specifications assumes another pushbutton RESET in addition to the safety-signal blocking pushbutton BLOCK, however we assume the BLOCK button performs both functions. This emphasizes the conjecture that variables identifications might well vary from design to another.}\]
Figure 4.8: Canonical Mode-Classes of the ESFAS Controller: (a) $MC_{sb}$ Mode-Class of the pushbutton $sb$, (b) $MC_{ss}$ Mode-Class of the safety-signal status variable $ss$, and (c) $MC_{pr}$ Mode-Class of the pressure variable $pr$. 

(a) $sb=\text{ON}$ $\rightarrow$ $sb'=\text{OFF}$  
(b) $ss=\text{ACTIVE}$ $\rightarrow$ $ss'=\text{INACTIVE}$  
(c) $pr=\text{LOW}$ $\rightarrow$ $pr'=\text{NORM}$ $\rightarrow$ $pr'=\text{PERM}$  
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pressure is high), only five modes are possible, as in Figure 4.9, and the rest of the modes are removed from the system’s state-space (because they are not possible). These (five) modes are now considered as concrete states, as in Figure 4.9 if no further refinements (i.e., more state variables) are identified in the specifications. But, of course, they are still modes with respect to any implementation (e.g., in some computer language) that might introduce implementation-specific intermediate variables due to, for example, the word size of the target computer.

Note that in Figure 4.9 we use the predicate TRIG(event) to indicate an event is triggered. This follows the standard format used in Statecharts.

The merging of mode-classes passes through several successive steps until we reach a concrete system model, such as the one in Figure 4.9. Though it looks a simple and a small example, the synthesis of the ESFAS behavior model in Figure 4.9 is a non-trivial task. We will revisit this process in detail in Chapter 6.

When we consider larger systems that has too many state variables, it obviously will be impractical to derive a mode-class for each variable. Indeed, starting the behavior architecture with too large number of mode-machines will frustrate this goal and the target (automata-based) behavior model will get complicated too quickly when we begin to merge the first few mode-machines.

Recall that the original goal of our work is to research methodologies and techniques to simplify and facilitate the behavior modeling task. So, to support our Canonical Mode-Classes modeling technique, we need to augment it with some practical guidelines to help designers to select a subset of

Figure 4.9: ESFAS mode-classes after merging and refinement to a state-level model.
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State variables to be used in the Canonical Mode-Classes model. Besides the need for simplifying the modeling process, this augmentation is also motivated by the fact that, for an arbitrary system, not all variables will be useful in the Canonical Mode-Classes. So, the modeling process has to select among the state variables, those that are candidates for modeling the mode-classes, i.e., those variables that drive the modal aspect of the behavior. In the following section, we propose an intuitive heuristic for deciding on those variables that drive the modality of the system.

4.4.2 Modal vs Operational Behavior

The main rationale underlying the concept of modes is the behavior’s irregularity that results from mixing independent aspects or concerns in the same view. Identifying those “regular” behaviors and classifying each group of them as a mode-class provides a mechanism to separate them so that each view is comprehensible. The question we discuss in this section is how to distinguish between the variables that drive modality in behavior and those that do not.

There is no black-and-white method for doing this because the definition and modeling of variables depend on both the application and the designer’s experience – analogous to popular Software Engineering heuristics such as OOAD (see section 4.4). Our heuristic approach to make this distinction is a trial-and-error categorization of the variables into those that drive Modal Behavior and others whose processing represents the Operational Behavior of the system.

By Modal Behavior we mean the occurrence and sequencing of conditions that trigger a transition of the system from one function to another. We express these conditions as predicates on system variables and we call these variables Modal Variables. As we discussed in Section 4.3, those predicates characterize modes. The conditions Predicates and their sequencing (i.e., mode-transitions) collectively constitute mode-machines. We refer the reader to Section 4.3 for more formal definitions and details.

By Operational Behavior we mean the processing performed on state variables (and possibly intermediate variables) to perform a certain function that drives one or more outputs of the system. At any step in this processing, one or more Modal Variables might change, and in turn the function being performed is exited (due to a mode-transition) and a different function started.

This model of computation is standard in modern and classical computing literature (e.g., Dijkstra’s thesis of pre- and post-conditions as specifications of programs). We attempt to reuse it here as a basic tool in this task of behavior modeling in terms of modes.
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4.5 Discussion and Summary

In this chapter, we elaborated on the concepts of modes and mode-classes, which are central to the work in this thesis. We gave a background to the origins of modes in Hybrid Dynamic Systems \[93, 139\] and their emergence in software engineering \[7, 63\]. We made a clear distinction between the idea of modes used in this thesis, and the term modal frequently used in computer science literature, such as Modal Logic \[30\], Modal Transition Systems \[87\], etc. We built on the original idea of modes \[63, 7\] and provided insights into the potential of mode-classes to serve as multi-dimensional (such as \[130\]) models of software behaviors to achieve N-Degree behavior models.

This chapter also provided a sound formalization of modes and mode-classes using simple concepts from standard predicate logic. We defined the abstract, state-based model called Mode-Machine, which we will use thoroughly in Chapter 6, where we describe our synthesis approach.

We also provided the technique to identify a reference model of mode-classes, which we call the canonical mode-classes, given a defined set of state variables. The canonical mode-classes model is inspired by the canonical form of the state equation well known in Hybrid Systems \[93, 139\]. This model is a reference model and we presented it for illustrative purposes; however, in our experience it is a good starting point. So, designers shall decide on the appropriate mode-classes that help in describing the system behavior according to the application domain.

Some of system variables may be involved in mode-based specifications, but not all. This is because the modeling task will become complicated quickly if we put everything in automata (i.e., modes predicate). The main goal of the thesis is to develop an approach to facilitate modeling from multiple forms of specifications. So, the distinction between modal and non-modal variables helps, on the one hand, to leave a room for other intuitive specifications such as interaction scenarios. This helps greatly to reduce the complexity of automata-based modeling while still keeping its expressive power. On the other hand, it strips the modal actions/events from the operational scenarios and so it guide the designers in the task of specifying scenarios.

Both mode-based and scenario-based specifications are specifying behaviors. The challenge of specifying both types of behaviors is a question of which behaviors should go in modes and which behaviors should go in scenarios. In the next chapter we will provide an answer to this question by clarifying the behavior types that are suitable for each case.
Chapter 5

Structured Scenario Specifications

Separation of concerns [105] is a provably useful concept to support modularization of software specifications and design. In this chapter, we propose to apply the separation of concerns principle to structure scenario-based specifications, in an attempt to address the current issues of scalability and maintainability in scenario-based specifications. As a particular interest of this thesis, the structuring of scenario specifications also facilitates the application of synthesis approaches to generate automata-based design model (see Chapter 6) suitable for further system analysis and code generation.

In Chapter 4, we elaborated on and formalized the concepts of “mode” and “mode-class” [7, 63] as behavior abstractions. In this chapter, we use these concepts to introduce separation of concerns in scenarios in two complementary ways:

1. Firstly, mode-class partitions the system’s state-space from a certain perspective, and designers specify scenarios concerned with this aspect. Having several mode-classes allows for separating the different system concerns, so that each mode-class addresses one of them (see Chapter 4 for detail). In this sense, scenarios will be structured to address different concerns, thanks to mode-classes.

2. Secondly, the modes belonging to the same mode-class establish separate contexts; each mode represents a context. By context here we mean the condition(s) prescribed by the characterizing predicate of the mode associated with this context (see Chapter 4 for foundations of the characterizing predicate of a mode). As we will see shortly, Scenarios are specified under the scope of (or within the context associated with) each mode and no scenario is allowed to cross the boundaries of its scoping mode. In this sense, a behavior in a scenario will be focused in a certain context, leaving the inter-contexts behaviors to the transitions between modes in the
In this chapter we examine how effective the concept of *modes* is as a means for separating concerns in scenarios and structuring them for improved elaboration and elicitation. Next, in Chapter 6, we will demonstrate a further benefit of scenarios structuring where we propose the approach of automata-based model synthesis from structured scenarios.

### 5.1 Introduction

Scenarios are the most pervasive form of specifications can be found in current requirements documents. Popular dialects of scenarios are *message sequence charts* (MSC) [69] and UML *sequence diagrams* SD [103] (see Chapter 2 for a detailed background). Scenarios are meant to specify the expected interactions between the system and its environment and (or) interactions among the system’s components when a decomposition of the system is already in place. The intuitive presentation of scenarios facilitates stakeholder involvement in the specifications task.

In their flat structure, scenarios do not scale up with system complexity, and they tend to get too complex quickly. Non-trivial systems may involve several components with a large number of (typically irregular or non-patterned) interactions between these components. With the possibility of several alternative flows (i.e., sequences of steps) in the same scenario, designers have little or no guidance on which way to go in the scenario flow, and they resort to using a combination of programmatic constructs, such as `alt` in MSCs (See Chapter 2), which accelerate the tendency of the scenarios to get too complex to specify a meaningful requirement. Moreover, there is no guidance on when and where (i.e., at which conditions or state) to start a scenario and as a result designers try to (randomly) add conditions (using, for e.g., the MSC condition constructs) to express the initial conditions of the scenario. It looks like we need to **setup a context** for the scenario, but unfortunately it is done in an *ad hoc* way. A similar confusion arises when we decide when the scenario should be stopped.

Traditionally, designers start from an initial state and keep on adding more steps until they run out of possible steps to add; “why should I stop when there are still more possible steps to add!” the designer thinks. This will result in lengthy and unmaintainable scenarios. Moreover, what if we wanted to specify steps for an alternative scenario, how would we explicitly distinguish between these two scenarios without having to go through the step flows to spot the different steps?

It is not surprising that these issues are inherent characteristics of scenarios as a specifications artefact. Indeed, a scenario (as commonly perceived [27] [28] [55]) is just one of several possible executions of the system, which does not necessarily cover all the behaviors. A scenario does not
Chapter 5. Structured Scenario Specifications

indicate when this execution is triggered and when it ends. Previous attempts in [123] and [38] mandates a “preamble” of interactions for a scenario, as a trigger for its execution, however, this “preamble” is still specified in terms of interactions, and further it does not help to setup a context for scenario execution. Another specification problem with traditional scenario specifications is that a scenario does not say anything about its relationship with other, independently elicited, scenarios. The Gates construct, in MSCs, tells us only about the outgoing (or incoming) messages from (or to) the current MSC scenario, but is silent about with “whom” these messages are exchanged, and how they interleave on the lifelines of the other scenarios. The References feature is another construct in MSC that relates a sub-scenario to its parent scenario (see Chapter 2), however it serves only to compact the pictorial view of a long scenario.

These issues are a natural consequence of the lack of proper mechanisms to structure scenario specifications and their inability to facilitate separation of crosscutting concerns. The undisciplined specification of scenarios at the early stages of development has led to ad hoc elicitation of the possible behaviors – typically elicited as direct extraction from a given textual description – and so the coverage of the behavior space depends on human comprehension which falls short for nontrivial systems. Unfortunately, this impedes the chances of proper elicitation of requirements and, consequently, increases the partiality problem inherent in scenario-based specifications.

Extensive research efforts have been devoted to improve the usability and scalability of scenarios, most notably the ITU Telecom standard of MSC [69] and its extensions (such as HMSC [72] and LSC [38]). Also, the recently introduced interaction overview diagrams, IOD [103] in UML 2.0, is a an attempt to compose scenario-based specifications. There are two common observations on these models. First they compose existing scenarios and do not provide means for elaboration on or eliciting new scenarios. Second, they compose scenarios in flowchart-like structures with subjective relationships between scenarios, such as causality, timing, etc. Even though concurrency and causal relationships are considered, it is not helpful to use a flowcharting structure of scenarios to comprehend the boundaries of the system behavior-space and its possible executions [104].

In this chapter we are particularly concerned with the abovementioned issues. We propose a novel approach to structure scenario-based specifications by providing a behavior context for each scenario, or for a cohesive set of those scenarios. These behavior contexts are specified through a disciplined approach of partitioning the state-space from different (crosscutting) viewpoints. Our approach can be seen as setting up the proper contexts that guide the scenario specification task. The designer can then safely think of scenarios that fit in each context without having to worry about the whole behavior space. In this way, we provide a predictable process of specifying scenarios. Moreover, the
state-space partitioning helps to keep track of the boundaries of the behavior space, allowing for further elaboration of the specified contexts and/or scenarios, in addition to the possibility of uncovering behavior gaps for which more behaviors are elicited.

The rest of this chapter is organized as follows: Section 5.2 provides an overview of methods concerned with the complexity issues in scenario specifications; Section 5.3 describes our modes-based approach to structure scenario specifications; and in Section 5.4 we apply this modes-based approach to two case studies.

5.2 Scenarios Structuring: State-of-the-Art

To obtain an understanding of structuring scenario specifications, in this section we discuss the current trends and techniques for composing scenarios, focusing in particular on modularization. We identify potential improvements, in terms of separation-of-concerns, in the current techniques. More concretely, we pinpoint their inability to compose scenarios and structure them in the system’s state-space, rather than composing scenarios in a flowcharting manner.

In this section, we first survey the current techniques for scenarios composition and structuring. In Section 5.3 we describe a novel method of structuring scenarios, using the specification framework we described in Chapter 4. Briefly, we partition the state-space (from different viewpoints) into contexts and organize the different scenarios within those contexts in such a way that facilitates uncovering gaps in the state-space. This triggers the elicitation of more behaviors (i.e., scenarios), which is very useful in the early stages of development. We demonstrate these advantages with case studies later in this chapter.

One of the richest forms of scenario specifications is the Telecom standard of message sequence charts (MSC). MSC-96 is the original version of the MSC standard, but the standard has been extended further in MSC version 2000. We devoted Chapter 2 to a detailed analytic discussion of MSC-96 as role-model of basic scenario specifications.

Hierarchical Message sequence Charts (HMSC), part of the ITU standard [72], provide structuring techniques to compose more complex specifications from basic MSCs. Another standardized approach is Interactions Overview Diagrams (IOD) recently introduced in UML 2.0. IODs use quite similar techniques to the ones used in HMSC but with additional features, such as ‘preemption’ and ‘suspension’ in scenarios. Apparently, the features in IODs have very close one-to-one correspondence with Statecharts [59, 61] and seem to be designed for straightforward translations to Statechart machines. This might restrict IODs from being used in other settings.
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Most of the existing scenarios specification methods employ quite similar techniques to combine small or “basic” scenarios into more composite structures that are informal, and, when visualized, are close to flowcharts diagrams. However, to the best of our knowledge, there is a complete absence of proposals that promote structuring of the behavior space – at its outset – before writing the scenarios themselves.

The presentation in this section is neither comprehensive nor overly critical of the design choices made to structure scenario-based specifications. The reason is that our proposed structuring technique, presented later in this chapter, combines two complementary types of specifications (namely, modes and scenarios), and thus it takes a “lateral” direction compared to the existing approaches.

5.2.1 High Level Message Sequence Charts HMSC

The syntactic constructs of MSC-96 [69], presented in Chapter 2, allow us to specify both simple and compound sequences of interactions. There are also additional means in MSC-96 for Referencing mechanism we can use to decompose large interaction patterns into manageable parts (see [69, 119] for more details). This is a first step towards increasing the comprehensibility of large MSC specifications. It does not suffice, however, for conveying the “big picture”, i.e., the way all the MSCs that form a specification are related or composed; we still have to find and follow all references within an MSC document to obtain the sequences of interactions occurring in the system under specification. In addition, the instance axes appearing in all MSCs add to the complexity of the pictures we draw. If we wish to represent, say, three successive phases of a communications protocol as connect, transmit, and disconnect, we do not want to reveal right from the beginning of the development process into what components the system decomposes, and what the exact interactions among these components are. Instead, we would like to say something like “an execution of the system consists of an infinite sequence of steps; each step consists of three consecutive phases: connect, transmit, and disconnect”. This high level specification of the protocol references neither components, nor messages. However, none of the syntactic elements we have studied up to now allows us to specify interaction sequences at this high level of abstraction. MSC-96 introduces High Level MSCs (HMSCs [72]) as a notational alternative to the plain MSCs, to address these problems. We discuss these features in this section.

An HMSC is, in essence, a directed graph, whose nodes reference (H)MSCs; the graph describes a “roadmap” through the MSCs referenced in the nodes. An edge from a node labeled MSC X to a node labeled MSC Y in the graph, indicates that part of the interactive behavior of the system consists of a sequencing of the interactions specified in X and those specified in Y. The edges determine how we must “paste together” the MSCs referenced in the nodes to obtain the interaction sequences of the
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system.

More precisely, each node of an HMSC is any one of the following

• a start node,
• an end node,
• a reference node,
• a parallel node,
• a connection node,
• a condition node.

We will introduce each of these node classes informally. We also briefly relate HMSCs to plain MSCs, so that we can translate the former into the latter.

5.2.1.1 Start, End, and Reference Nodes in HMSC

Each HMSC has exactly one start node, whose graphic representation is a downward outlined triangle. The start node indicates the beginning of any interactive sequence we can derive from the HMSC: it has no incoming edges. An end node, whose graphic representation is the horizontal mirror image of the start symbol, terminates paths through the HMSC; it has no outgoing edges. Interaction sequences obtained by following any path through the HMSC will end when we reach an end node. Reference nodes are similar to the MSC reference symbols we have already discussed. Their labels may be MSC reference expressions as before; they also have the same graphic representation.

Consider the HMSC *sequential* in Figure 5.1. It consists of a start node, two MSC reference nodes, OverrideSafety and PressureChange, and the end node. The start and end nodes in HMSC are depicted as small blank triangles directed down (for start node) and up (for end node). The arrows indicate valid paths through the graph. In this case there is exactly one path through the HMSC, and the basic MSCs OverrideSafety and PressureChange are then executed sequentially. The execution begins at the start node, passes through the MSC references for OverrideSafety and PressureChange, and then stops at the end node. Intuitively, we obtain the semantics of this HMSC by pasting the interactions within the MSC OverrideSafety, in their specified order, over those within the MSC PressureChange, and by determining the resulting MSC’s semantics according to the event ordering rules introduced in Chapter 2.
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The composition in the HMSC *sequential* is known in MSC-96 as Weak Sequential Composition. Assume we are given an arbitrary HMSC with an arrow from a reference node labeled A to a reference node labeled B. In the composite HMSC there is a semantic difference between events on common instances of A and B, and events on instances appearing in only one of the two referenced MSCs. On common instances, A’s events precede B’s events. Events on instances of A that differ from B’s instances are independent of events in B. Similarly, events on instances of B that are not also instances of A are independent of events in A.

The start node, and all reference, parallel, condition, and connection nodes of an HMSC can have an arbitrary number of outgoing edges. In fact, all nodes, except the end node, must have at least one outgoing edge. A node with more than one outgoing edge indicates the existence of an alternative path through the HMSC. For example, in the HMSC *alternative* in Figure 5.1, the forking of flow after the HMSC start node indicates exclusively alternative (but not parallel) paths. Intuitively, the semantics of the *alternative* HMSC is the set of interaction sequences obtained by following either of the two possible paths through the graph. Note the similarity of this construct and the *alt* expression in basic MSC (see Chapter 2).

MSC-96 allows cycles in HMSC graphs. This corresponds to unbounded repetition of the interactions determined by the nodes along the path forming the cycle. The *unbounded* HMSC in

Figure 5.1: Examples of composition structures in HMSC: sequential, unbounded repetition and alternative
Figure 5.2: (a) Example of parallel composition HMSC. (b) Illustration of Connections Nodes in HSMC

Figure 5.1 is an example of an unbounded cycle in a HMSC graph. Intuitively, its semantics consist of an unbounded (but finite) sequencing of the interactions represented by the HMSC PressureChange. Note the similarity of this construct and the loop<1, inf > expression in Basic MSC. Infinite cycles are also provided in the HMSC standard. The unbounded HMSC graph can be converted to infinite repetition if we remove the end node; this corresponds to the inline expression loop<1, inf > in MSC-96.

5.2.1.2 Parallel Composition in HMSC

Besides sequential composition, alternatives, and repetition, HMSCs also allow us to specify independence of the events of entire MSCs. For that purpose, MSC-96 introduces the parallel node. Its graphic representation is a box, as illustrated by the example in Figure 5.2. A parallel node may contain any number of HMSCs. Intuitively, the events occurring in the HMSCs within a parallel node are mutually independent. As with the other composition structures discussed above, there is a correspondence between the parallel composition mechanism in HMSC and the par inline expression in MSC-96.
5.2.1.3 Connection Nodes and Condition Nodes in HMSC

Edges in HMSCs may only connect nodes. To facilitate readability of HMSCs, MSC-96 introduces connection nodes, whose sole purpose is to form the starting or ending point of edges within the graph. This helps to reduce the number of incoming and outgoing edges, in particular, of reference nodes. The graphic representation of a connection node is a non-filled circle.

A condition node, graphically represented exactly as the condition symbol in simple MSCs, restricts the MSCs that may precede and succeed it in an HMSC. The ITU-96 standard [69] defines a plethora of corresponding requirements. The semantics definition in ITU-98 [70], however, assigns no meaning whatsoever to condition nodes. A much simplified (and thus nonstandard) version of the restrictions stated in [69], applicable to the combination of a condition node and a reference node whose label is an MSC name, has two constituents:

1. If there is an arrow from a condition node labeled C to a reference node labeled X, then X must start with a global condition labeled C;

2. If there is an arrow from a reference node labeled X to a condition node labeled C, then X must end with a global condition labeled C.

We refer the reader to the literature mentioned above for the full-fledged set of restriction rules.

5.2.1.4 Summary and Discussion

Hierarchically composing scenarios is an intuitive technique for building compound specifications. The classic term “hierarchy” is somewhat ambiguous and it is not enough to define a relation between the composed entities [105]. In HMSCs, scenarios are composed “hierarchically”, based on the execution flow relations such as branching, serial and parallel flows. So, HMSC composition looks like a flowchart of scenarios. Flowcharting techniques have been proven to be naive, if used at this level of abstraction [104], though they are popular at the detailed level of programming. In general, HMSCs can be good as an initial artefact, useful, for example, to communicate to non-technical stakeholders, but we would not chose them as an elaborate specification input to further analysis or synthesis. In the next section we discuss IOD which is a more elaborate approach for scenarios composition.

5.2.2 UML Interaction Overview Diagrams IOD

UML release 2.0 [103] introduced Interaction Overview Diagrams (IODs), a notation based on activity diagrams, for specifying relationships between basic interactions sequences (i.e., UML
Sequence Diagrams SD). IODs are based on HMSCs \cite{72}. IODs are a graph-oriented way of specifying relationships between UML interaction diagrams.

Similar to the ITU MSCs, the UML standard interprets the semantics of messages in scenarios, in terms of send and receive events corresponding to the sending or receipt of a message by a participant. Events are partially ordered by weak sequential composition that defines the following: (1) events on the same lifeline are ordered according to their vertical location; (2) a message’s send event always comes before its receive event. This is pretty similar to those semantics of MSC-96, with weaker ordering in MCS-96.

UML2.0 introduced interaction fragments as a way of increasing the expressiveness of sequence diagrams. An interaction fragment is a box defining a subset of the messages in a sequence diagram and stating that the messages within the fragment are optional, alternatives to each other, can execute in parallel, or should not be allowed. Each fragment is defined by an operator, which states the connection between the fragment’s messages and one or more operands. Examples of these operators are \texttt{alt}, \texttt{opt}, \texttt{par}, \texttt{neg} and \texttt{seq}. The operators \texttt{opt} and \texttt{neg} have one operand and define that the operand’s messages are optional or should not be allowed, respectively. The operators \texttt{alt} and \texttt{par} have two or more operands and define that the messages within each of the operands are either alternatives or can run in parallel, respectively. The operator \texttt{seq} is used to explicitly mark that a sequence of messages is joined by weak sequential composition (the default in UML).

Each node in the activity graph, Figure 5.3 is a reference to an interaction and the edges between activity nodes allow the definition of relationships between interactions, such as parallel execution, alternatives, and control flow. The references in Figure 5.3(a) are to sequence diagrams, although the references could also be to communication diagrams or other interaction overview diagrams.

UML includes state invariants as a way of defining states in sequence diagrams. State invariants are essentially labels that can be used to identify different points along the lifeline of a participant (or participants). Before their introduction in UML 2.0, they were known as \textit{state labels} in the literature. State invariants are useful to capture the fact that two points along a lifeline are meant to be the same. More concretely, all the events or messages that appear after some state, and before the next state (if any), are to take place while the system is in that state preceding those messages or events. Similar to the Condition Nodes on MSC-96 and HMSC, a State Invariant in an Interaction Fragment which is allowed to span many (or all) objects.

An IOD is actually a restricted form of UML Activity Diagram for capturing some kinds of relationships between interactions. Except for the activity nodes the other notation elements for interaction overview diagrams are the same as for activity diagrams, such as initial, final, decision,
Figure 5.3: UML Interactive Overview Diagram features: Activity Diagram (left) and basic Sequence Diagram SD (right)
merge, fork and join nodes. The two new elements in the interaction overview diagrams are the 'interaction occurrences' and 'interaction elements'.

IOD focus on features such as forking, preemption and suspension, which have close one-to-one correspondence with same features in Statecharts \[59, 61\]. This intimate relationship between the features in Statcharts and IODs might restrict the application of IODs from being translated to automata-based models other than Statecharts.

5.2.3 Early Aspects

The Aspect Oriented Software Development (AOSD) paradigm\(^1\) puts forward the concept of aspect to modularize crosscutting concerns. AOSD has been successful in introducing methods, tools and programming languages to support development at the code and implementation levels, but it provided little or no support to development activities taking place at earlier stages of development, such as requirements and architecture. “It is not surprising that the majority of the [AOSD] results focus on the use of programming technologies; only one paper \[in \[76\]\] reaches out to aspect-oriented software architecture. Programming languages are still the most visible results of AOSD for the industry.” \[76\].

The lack of support of aspects-oriented development at the early stages of development, such as requirements specifications and architecture description, has led to focused efforts to what is known as Early Aspects EA\(^2\) (sometimes referred to as Aspects Oriented Requirements Engineering AORE). Simply, an Early Aspect is a crosscutting concern identified in early stages of development life cycle phases. An overview of different AORE approaches can be found in \[13\] and \[118\].

On the scenario-based specifications side, there is very little support for early aspects in scenarios. Whittle and Araujo \[144\] differentiate between an aspectual scenario and a normal scenario. Aspectual Scenarios in \[144\] are captured via so-called Interaction Pattern Specifications (IPSs), whereas normal scenarios are specified in normal UML Sequence Diagrams. An IPS defines a pattern of interaction between its participants. To this extent, Whittle and Araujo regard aspects as patterns. This approach is similar to earlier works such as \[53\] and \[34\]. Kienzle \[79\] uses a technique similar to \[144\] in the sense that they regard an aspect as reusable functionality.

In our opinion, at the specification stage, separation of concerns should not be directly expressed in terms of reoccurring patterns in the specifications, as both approaches of \[79\] and \[144\] assume, even though this was successful in aspect-oriented programming (e.g., AspectJ), where reusable code

\(^1\)www.aosd.net
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parts (or reoccurring code patterns) are considered as aspects. The essence of separation of concerns in scenarios should take a more intuitive approach to identify aspects. Our approach to identifying concerns in specifications is based on identifying modes of the system. In a certain mode, the system is expected to execute a cohesive set of functions or tasks that together make up an aspect. These functions might reoccur in different modes, but they would behave differently in each. The mode defines a context for these functions and tasks, unlike existing approaches which assume these functions and tasks are themselves aspects.

To the best of our knowledge, our approach is the first to introduce mode-based separation of concerns in scenarios and availing contexts, in which scenarios are expected to run. We refer the reader to Chapter 4 for detail on modes and an overview of related work on separation of concerns. Our proposition is that if these contexts are structured, then scenarios themselves will be structured, and the problem of possible overlapping of the elicited scenarios is overcome by providing several corresponding viewpoints of those contexts.

5.2.4 Other Approaches to Realizing Inter-Scenario Relationships

So far we have discussed the most popular approaches and paradigms that directly addressed scenario composition, and that have received significant attention in the literature. There are, however, other works that realized the inter-scenarios relationships. The latter approaches, however, have not achieved significant results, though the ideas behind them are novel in most cases. In this section, We discuss examples of these approaches. We do not provide exhaustive listing of these approaches, primarily because they are marginal to the work presented here.

Valiache and Tanaka [142] realized that when building a state-machine of an object from its scenarios, different inter-scenario relationships result in different structures of the translated state machine. They proposed a dependency graph diagram, which uses notations similar to MSC, to relate scenarios together, in order to better define these relationships. They elaborated on this “dependency” relationships and classify them to relations, following earlier work of [valichie-relations], such as timing, causal and generalization relations [142].

In our opinion, enumerating the possible types of relationships between scenarios could be endless process, resulting in additional notations and they are likely to overlap in their semantics. Moreover, it will be impractical for designers to keep up with all these new notations and the design artefact itself is likely to be cluttered by the things that were supposed to help. The approach of Valiache and Tanaka is a sample of many other approaches that follows the UML’s stereotyping school of thought.

Other approaches resorted to a purely formal, and theoretical in most cases, approach to the
problem. Most prominently among those are the attempts to compose scenarios algebraically. Triggered Message Sequence Charts (TMSC) by Sengupta and Cleaveland [123] provide a rich set of algebraic composition such as: parallel, delayed choice, sequential, recursive, conditional choice, and logical AND operator. These operators are used to compose basic TMSCs to more compound scenario specifications. The TMSC approach also provides a full semantics framework to the MSC constructs, based on algebraic process theory [97, 119].

The original MSC standard has already provided algebraic semantics for MSC and HMSC constructs, and further work such as [97, 119] and [123] are definite improvements. However, a basic motivation of our work in this thesis is that scenarios should be kept as simple as possible to serve the purpose for which they were invented. So, even though the algebraic composition of scenarios is a useful approach, it does not serve the general application of scenarios, particularly when it comes to industry-level applications. The major concern is to reach reverse results and the final specifications get too complex, which discourages designers to maintain it.

5.2.5 Concluding Summary

In this section we surveyed major existing attempts to compose scenarios into more compound structures. We have given special attention to the popular standardized approaches, such as HMSC [72], IODs [103, 145], and we detailed their features. Moreover, we gave a comparative discussion of Aspect-Oriented development, in general, and Early Aspects [13, 118] in particular, where some approaches are concerned with separation-of-concerns in the initial specifications of scenarios.

We can safely conclude that the types of relationships assumed by existing approaches do not address the separation-of-concerns in scenarios, including those approaches falling under Early Aspects. A methodical approach for separation-of-concerns in scenario would minimize specifications partiality, a well known problem of scenario-based specifications in particular. Partiality always has been admitted by all approaches as an unavoidable problem, but no approaches provided a remedy for it.

In the rest of chapter, we propose a novel framework for specifying scenarios such that the resulting specifications are sets of scenarios structured within the system’s state-space, without inventing any new inter-scenario relationships. More concretely, we build on our formulation of mode-based specifications – presented in Chapter 4 – and use it as a framework to specify contexts (a context is represented as a mode) and scenarios which are iteratively specified within these contexts. The contexts (or modes) specifications allow us to encompass the boundaries of the state-space (defined by state variables) and uncover hidden “gaps” in the state-space that would possibly have been missed without such framework. Further scenarios are then developed to cover these gaps,
facilitating elaboration of requirements and minimizing the risk of partiality in the final specifications, and managing the complexity of the behavior space (i.e., the space of possible behaviors).

To put it simply, we use mode-based specifications to paint the big picture of the system landscape in a familiar (and abstract) automata-based model called *mode-machines* (Chapter 4), and we then specify the expected scenarios within the context created by *modes*. This big picture serves as a vehicle for communication between requirements analysts and domain experts, and creates a vocabulary to identify different scenarios. It is worth noting here that mode-based specifications allows for multiple descriptions of the state-space from different aspects, where each aspect is managed via a *mode-class* (see Chapter 4). This is a key distinguishing factor of applying modes as a design concept in software engineering.

### 5.3 Mode-Wise Structuring of Scenarios

We discussed in the previous section a representative subset of approaches and methods that attempted to compose scenarios, with various dialects, in some higher-level structures and composites that help to specify more compound systems. We identified the mainstream methods and we projected them onto two main techniques. The first assumes programmatic-like constructs to compose sequences within the same scenario, such as *loop*, *alt* and *par* operators. We can see obvious correspondences between these constructs and classic constructs used in general-purpose programming languages. The second structuring technique assumes a set of constructs that are similar to flowchart structures. See Section 5.2.5 for more details.

In this section, we propose a scenarios structuring technique that assumes a “lateral” direction compared to the current approaches. The approach works at the scenario-level so that it replaces the flowcharting composition technique, but it does not exclude the programmatic constructs within individual scenarios. Our approach can be thought of as a method to specify scenarios within automata-based frameworks. The fundamental concepts in this framework are the modes and mode-class concepts [7, 36, 114, 115, 116] that we detailed and elaborated in Chapter 4.

We first present a powerful synergy between the mode-based framework and scenarios. This synergy is the main motivation behind our proposal to structure scenario specifications, in addition to the motivation to overcome the problems suffered by existing approaches. Second, we present a procedure to employ our mode-based framework to structure scenarios, and we validate this approach by applying it to two well-known case studies in the computing literature – Steam Boiler Controller [2, 45] and the Mine Pump Controller ones.
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5.3.1 The Synergy Between Modes and Scenarios

The concepts of mode and mode-class [7, 36, 107, 109, 113] are classic concepts of modeling system behaviors. They originate from the paradigm of Hybrid Systems which involves both continuous and discrete behaviors. Chapter 4 provides a detailed discussion of the origins and motivations behind modes. A background discussion on Hybrid Systems can be found in [93, 139].

Recalling from the discussion in Chapter 4, a mode is basically an abstract representation for a group of states, and can be characterized by a predicate invariant to all the states belonging to this mode. A mode-class is a collection of modes such that each state in the system must belong to one and only one mode. This means that the modes of a mode-class are: (1) non-overlapping, i.e., the states sets characterized by those modes are not intersecting, and (2) together they address a specific aspect of the system.

There could be several mode-classes of the same system, each of which describes the state-space from a certain aspect. Any state of the system must belong to single mode from each mode-class. So, in brief, mode-based specifications of the system comprise an arbitrary number of mode-classes, with the properties summarized above (see Chapter 4 for a detailed and formal definitions of these properties).

A mode-class is partial view of the system, however, this view is aspectually complete, i.e., it is complete as far as the aspect of this mode-class is concerned. The reader is referred to Chapter 4 for pictorial illustrations of these properties. So, we can safely say that a mode-class is capable of (aspectually) representing the system state-space and encompassing its boundaries.

On the scenario specifications side, a scenario is generally perceived as (and it actually is) an automaton fragment that is part of the overall system automaton. There is no doubt that scenario specifications suffer from the partiality problem (see Section 2.2 for elaborated definition of partiality) in addition to other drawbacks such the likelihood of lack of cohesion between scenarios. Scenario specifications considered as partial in two regards:

1. First, the weak sequential ordering [69, 71, 72] of messages means that, for a certain scenario, there is a possible arbitrary interleaving of other messages (absent from the current scenario) with the ones depicted on the scenario itself. This interleaving, when reflected on the automaton-based view of the scenario, means that there could be other states arbitrarily interleaved with those states directly translated from the scenario.

2. The other regard is that scenarios are not meant for (and practically they are incapable of) modeling end-to-end executions of the system. This may be feasible only in toy systems, or
specific short executions in real non-trivial systems. However, in general, a scenario is meant to be a short and “rounded” execution that is more likely to be a stage or phase of a larger long execution, too large to be depicted in a single scenario. So, typically, a scenario is part of end-to-end system execution.

The partiality of a scenario is not aspectual as in the case of a mode-class. A scenario specified freely without any context or scope is likely to have cross-aspects traversal in the system state-space.

If we compare the partiality drawbacks in scenario-based specifications to the aspectual and coverage features of mode-classes (coupled with disjointness of modes in the same class), we can identify a synergistic match between the two specifications types in the sense that the features of mode-based specifications powerfully augment those drawbacks of scenarios as follows:

1. The state-space coverage provided by mode-classes allows them to “encompass” the state-space boundaries and make sure that all states are included in the characterization provided by the mode-class specifications. In other words, each state in the state-space will be included in one of the modes of the mode-class at hand, and that each state will have the possibility to be “caught” in the scenario(s) that designers will specify in the corresponding mode.\footnote{NOTE: In a mode, it is up to the scenario(s) flow to capture as much as possible of the states in this mode. The mode itself helps this capturing process by narrowing down the states from the large unmanageable number of possible states in the whole state-space to a relatively small number of those possible states that are characterized by the mode’s predicate. Please review the basic definitions in Chapter 4 for better clarification of the state-space and modes concepts.}

2. The multidimensional partitioning of the state-space, enabled by the possibility of several mode-classes (see Chapter 4), sets up a fertile environment for specifying scenarios. The importance of considering aspects in scenario specifications has already been motivated in other research work. Intuitively, allowing a scenario to focus on a certain aspect of the system greatly helps to elaborate on and compose more behaviors in that scenarios, and in turn this supports the elaboration and elicitation of the tasks that are crucial in the early stages of development. Mode-classes facilitate this disciplined multidimensional partitioning of the state-space where each mode-class can be considered as to partition the state-space from a unique aspect. Also, in Chapter 4, we have also discussed ideas and techniques that guide designers to specify the mode-class.

3. Furthermore, disjointness of modes (in the same mode-class) allows separation of distinct contexts in scenarios and, in turn, facilitates structuring a scenario that is too long and where contexts are mixed. The inter-context transitions are left to the transitions between modes (See definition of Mode-Machines in Chapter 4) instead of being blurred in the messages’ sequence.
This further narrows down the context in which the designer has to specify scenarios. In turn, this makes it easier for designers to capture and cover more states of the state group characterized by the mode.

Motivated by this synergy and the augmenting relation between mode-based and scenario-based specifications, we promote a procedure in the next section to structure scenarios using modes and mode-classes.

5.3.2 Scenarios Identification and Structuring

Given the motivation provided in this chapter for combining scenarios and modes, and given the foundations of mode-based specifications provided in Chapter 4, we are now in a position to test these ideas on some case studies to provide a proof of concept, which will serve to validate our assumptions. However, before we go ahead studying these ideas, we first need to define procedural steps to guide the system application of these ideas. This provides the methodical part of our approach. To this end, in this section we further elaborate a two-steps methodical technique to combine scenarios and mode-based specifications. We distinguish between the concepts of Operational Behavior and Modal Behavior. Our approach assumes a start-from-scratch writing of the system specifications and does not assume any pre-defined artefacts. In the next sections, we will apply this approach to a couple of real-world case studies. Below is an executive summary of this procedure:

**Step 1: Identify Modal Behavior.** To explain what Modal Behavior(s) means here we have to recall the definitions of mode-based specifications we put forward in Chapter 4. To put it informally: for a system that operates in a set of modes; a mode is a set of conditions such that, when the system is in this mode, the system executes a cohesive set of functions that do not violate the mode’s conditions, otherwise the system moves to another mode. The modes and their transition-relations constitute the Mode Machine of that system. In this procedure, we consider the Modal Behavior to be defined as the Mode Machine of the system. If we have multiple Mode Machines – corresponding to different mode-classes – then they collectively represent the system’s Modal Behavior, for these aspects that have been decided upon. The essential characteristic of Modal Behaviors is that they are independent behaviors. In other words, a Modal Behavior does not affect other Modal Behaviors, but it might affect some (or all) Operational Behaviors.

**Step 2: Identify the Operational Behavior.** First, let us understand what is meant by Operational Behavior here. Operational Behavior(s) is always driven by the system’s functionality
requirements. For a certain function provided by the system, the Operational Behavior associated with this function may change from one mode to another while maintaining the same function. The change here does not necessarily mean that the system provides a different function, but rather the system should behave differently to maintain the same function in the new mode. However, a system could well change its function when it switches from one mode to another.

To illustrate the concept, consider the landing function of an airplane system; because the landing conditions vary (e.g., environmental conditions, fault conditions, auto-landing, etc.) then so the airplane system must be prepared for different scenarios (or behaviors) to land in various possible (combinations of these) conditions. As these conditions establish the Modal Behavior (as discussed in Step 1 above) the various landing scenarios, together, establish the Operational Behavior associated with the landing function.

Identifying the Operational Behavior assumes we have the Modal Behavior of this system already in place. Operational Behavior is identified and specified in light of the Modal Behavior. Recall that the Modal Behavior, as we defined in Step 1 above, involves a set of mode classes and their corresponding mode machines (see Chapter 4 for detail). For each mode in a mode-class, engineers shall elicit one or more Operational Behavior by asking “What would the system do while in this mode?” Operational Behavior is captured through simple scenarios. Each scenarios is associated with one and only one mode. However a mode could have several scenarios elicited that operate or execute under the logical scope of this mode.

Step 2 shall be repeated for each mode in each mode-class. The result is a set of scenarios floating in the (structured) logical state-space of the system, represented by multiple mode-machines. Disjointness of modes prevents mixing of several concerns because modes define contexts for scenarios – this prevents specifying long, unmaintainable scenarios. To this extent, scenarios (i.e., Operational Behaviors) capture the intra-context in behavior of the system and Mode-Machines capture the inter-context one. The space-coverage feature of mode-classes (see Chapter 4) remedies the partiality of scenarios in the sense that (1) first, having (many) short and context-focused scenarios will result in less partiality of the overall scenario collection (as the focused scenarios will help capture more behaviors than longer scenarios where some behaviors may be overlooked), and (2) second, dissecting the state-space from different aspects (i.e., different mode-classes) and partitioning each aspect to several contexts (i.e., different modes) leaves little to no chance for hidden gaps in the state-space and assures higher specification coverage with scenarios and the location of missing scenarios.

The reader should note that mode-classes do not guarantee to completely eliminate partiality from the specifications. Partiality is primarily a result of the uncertainty in requirements collected
Chapter 5. Structured Scenario Specifications

from users or system analysts. All specifications efforts (including our approach) are mere attempts to infer more behaviors and pose more questions to the requirements specifiers so that they may be able to elicit more requirements and behaviors. This technique presented above should be iterated until the specifications saturates.

In general, mode-classes would have a similar potential to structure other specifications types that suffer from problems such as those of scenarios. For examples, Goal-based specifications [11, 90] also suffer from partiality and lack of methodical way for specification.

5.4 Case Studies

Throughout this chapter we discussed and presented our approach for writing scenario-based specifications such that they are simple and structured. Our approach assumes the existence of mode-based specifications that guides the elicitation of scenarios and helps structure them in the state-space. We have provided, in Chapter 4, formal foundations and definitions of the concepts underlying mode-based specifications and we also provided a methodical technique for deriving modes and mode-classes given a set of system and state variables.

In addition to the foundation presented in Chapter 4, in this chapter we attempt to evaluate these propositions with two case studies. First, in Section 5.5 we apply our scenarios structuring approach to the Steam Boiler Controller (SBC) and we demonstrate the difference between long unmaintainable scenarios and short structured ones. The SBC case study already has modes set out in the original specifications but not formally specified. We provide a formal specifications for these modes and use them to structure scenarios. The second case study, the Mine Pump Controller (MPC), we go deeper and identify the MPC modes specifications in the first place, using the technique presented in Section 5.3.2 and then elicit the MPC scenarios accordingly. Finally we will summarize the case studies’ findings and evaluations.

The case studies used in this chapter are popular in the literature, particularly in the related work publications. As we will see throughout this section, the results and findings of these case studies validate our assumptions and the propositions we put forward in our approach for scenarios structuring.
5.5 First case study: Steam Boiler Controller

The SBC case study is frequently used in relevant research work [2, 48] to demonstrate techniques for synthesis from declarative specifications such as Goals and Properties, as well as scenario-based specifications [2, 48]. In this section we first give a brief overview on the SBC requirements. Second we draw typical scenario of the SBC, without any structuring, to give the reader the intuition of a non-structured example of the specifications, and to help compare it with the results of our approach. Next we use our framework of modes and mode-classes, presented in Chapter 4, to iteratively introduce structuring into the specifications. We finally conclude with discussion and observations of the results.

Readers who are familiar with the steam boiler case study are invited skip to Section 5.5.2 where we start to apply our approach.

5.5.1 The Original Requirements of SBC

The Steam Boiler Controller is a software system that is supposed to maintain the water level within certain ranges, by controlling of a set of pumps, under different failure conditions. Figure 5.4 is a schematic illustration of the boiler vessel.

The system consists of the boiler vessel, instrumentation devices, an operator panel, and a controller SBC (our target system). Due to our interest here to demonstrate our concepts of structuring, we modified the requirements in [3] slightly to add more requirements in the requirement of the water-levels. We then analyzed the textual requirements and identified the different devices and signals necessary to clarify the system components for the reader here and to be able to set out the system variables used in later stages of the case study. The context diagram in Figure 5.5 illustrates the identified devices and their relationships.

The SBC textual requirements in [3] can be summarized in following points.

- The primary function of the SBC is as follows:
  - It controls the water pumps to maintain the water-level between the normal levels \( N_L \) and \( N_H \), and stops the boiler should the water level risk reaching any of the boundary levels \( M_L \) and \( M_H \).
  - It detects various system failures, via the signals generated by the monitoring devices. It reports these failures and handshakes their acknowledgments with the Operator.
  - It applies different water-level control strategies according to current mode.

- The data transfer is managed as follows:
Figure 5.4: Schematic diagram of the Steam Boiler system
Figure 5.5: Context diagram of the Steam Boiler system
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- All communication between the controller and the boiler vessel’s devices occurs in discrete rounds, once every 5 seconds. In each round, all units send information messages to the controller, and the controller responds by sending messages to the units. All communication is assumed to take place instantaneously.

- These messages are received as a vector of values called the *input transmissions*, with frequency of one transmission every 5s.

- The SBC continuously sends control signals to the various units in the *output transmission* vectors.

- Some signals should be sent only once (e.g., the control signal of opening or closing a pump), and others must be sent in each transmission (e.g., the pump state signal). An absent signal will have a value of nil in its corresponding position in the transmission vector.

- The functions of each device, as shown in Figure 5.5, is as follows:

  - Water-volume device: it has a sensor to measure the water volume in the tank, and another sensor to indicate the measurement device itself is OK.

  - Four pump-control devices, each of which does the following:
    * Accepts from the SBC a signal to open/close the pump and controls the pump accordingly.
    * Reports to the SBC the pump’s operational status (i.e., Open or Closed) in each transmission cycle.
    * Reports to the SBC whether the pump is defective or not, in each transmission cycle.

  - Four pump-monitoring devices, each of which does the following:
    * Reports to the SBC, in each transmission cycle, if the water is flowing from the pump to the boiler or not.
    * Reports to the SBC, in each transmission cycle, if the water-flow monitoring sensor is defective or not.

  - Steam Exhaust monitoring device that provide the following:
    * Reports to the SBC, in each transmission cycle, the steam evacuation rate, in each transmission cycle.
    * Reports to the SBC, in each transmission cycle, if the steam-monitor is defective or not, in each transmission cycle.
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- The SBC operates in five modes:

1. **Initialization mode:** the SBC waits for the steam boiler to signal its readiness for operation. Once the controller receives a signal that the boiler is ready, it then tests the amount of steam escaping from the boiler. If this is nonzero, it enters the emergency stop mode. Otherwise, it either drains the water level to or activates a pump to raise the water level to $N_L$. Once the range of normal water levels has been reached, the controller sends a signal to the physical units, waits for acknowledgments, and then proceeds to the next mode according to the health-status of the physical units.

2. **Normal mode:** all the physical devices are working properly and the water-level is under control. The SBC makes its decisions to turn pumps on or off based on the current water level. No action is taken if the water level lies in the range $[N_L, N_H]$. The SBC performs transitions to other modes based on the health-status of the physical units and the rate at which steam is being emitted.

3. **Degraded mode:** this mode is activated when one or more physical units has failed, but the water-level measuring unit is OK. The SBC has to apply some control strategy that makes use of the operational physical units to keep the water-level within limits.

4. **Rescue mode:** this mode is activated if the water-level measuring unit is failed, and all other units are assumed to be healthy. The SBC has to estimate the water-level value using some calculations.

5. **Emergency-stop mode:** This mode is reached if the water-level risks reaching its maximum limits, or in the case of physical unit failure that is beyond the DEGRADED or the RESCUE modes, or in case of transmission error. The SBC has to stop the boiler in this mode.

Full details of the requirements can be found in [3].

5.5.2 Naive Scenario Specifications of SBC

In the previous section we gave a brief description of the steam boiler’s textual specifications as supplied in the literature. Before we go ahead and applying our scenarios structuring approach, we think it useful to give the reader intuition of how these scenario specifications would look like without structuring. This, on one hand, shows the complexity and irregularity (see Chapter 4) of the steam boiler system itself, and, on the other hand, it helps to show case the benefit of introducing structure in scenarios (as per our approach).
Table 5.1: Messages sent by the SBC

<table>
<thead>
<tr>
<th>Messages issued by the SBC</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODE (m)</td>
<td>signal to the operator panel The current mode assumed by the SBC</td>
</tr>
<tr>
<td>PROGRAM_READY</td>
<td>sent during initialization to tell the boiler vessel that the program is ready to start operation</td>
</tr>
<tr>
<td>OPEN_PUMP (i)</td>
<td>signal to switch on the ith pump</td>
</tr>
<tr>
<td>VALVE (n)</td>
<td>signal to open the water evacuation valve</td>
</tr>
<tr>
<td>CLOSE_PUMP (n)</td>
<td>signal to switch off the ith pump.</td>
</tr>
<tr>
<td>PUMP_FAILURE_DETECTION (n)</td>
<td>signal to inform the Operator Panel to inform of failure detected in operation of the ith pump</td>
</tr>
<tr>
<td>PUMP_CTRL_FAILURE_DETECTION (n)</td>
<td>signal to inform the Operator Panel to inform of a failure in the device controlling the ith pump</td>
</tr>
<tr>
<td>LEVEL_FAILURE_DETECTION</td>
<td>signal to inform the Operator Panel to inform of failure detected in the water-level measuring unit</td>
</tr>
<tr>
<td>STEAM_FAILURE_DETECTION</td>
<td>signal to inform the Operator Panel to inform of failure detected in the steam flow measuring unit</td>
</tr>
<tr>
<td>PUMP_REPAIRED_ACK (n)</td>
<td>signal to the Operator Panel to acknowledge the repair of the ith pump</td>
</tr>
<tr>
<td>PUMP_CTRL_REPAIRED_ACK (n)</td>
<td>signal to the Operator Panel to acknowledge the repair of the device controlling the ith pump</td>
</tr>
<tr>
<td>LEVEL_REPAIRED_ACK</td>
<td>signal to the Operator Panel to acknowledge the repair of the water-level measuring unit</td>
</tr>
<tr>
<td>STEAM_REPAIRED_ACK</td>
<td>signal to the Operator Panel to acknowledge the repair of the steam flow measuring unit</td>
</tr>
</tbody>
</table>

Table 5.1 and Table 5.2 below list the messages to be exchanged in the scenarios between the SBC and the entities in the system. The table briefly describes each message as a quick reference for our reader.

A naive rendering of the SBC’s behavior scenarios (i.e., directly extracted from the textual specifications) would lead initially to five scenarios corresponding to the five modes. In Figures 5.6 and 5.7 we show two of these scenarios; the msc Init scenario describing the initialization phase of the SBC, and the msc Norm scenario describing the SBC behavior during normal operation.

From scenarios depicted in Figures 5.6 and 5.7, we can notice the following:

- Although these scenarios are not short, neither of them could accommodate much of the relevant exceptions. For example, in the sbc-init scenario, the scenario flow assumed the water-level and steam-flow measuring units are OK in order to keep on and show the operation of switching to the various modes. We have two ways:
### Table 5.2: Messages received by the SBC

<table>
<thead>
<tr>
<th>Messages received by the SBC</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>STOP</td>
<td>signal to inform the SBC to stop its operation</td>
</tr>
<tr>
<td>STEAM_BOILER_WAITING</td>
<td>signal to inform the SBC that the boiler vessel is ready, in response to the message <code>PROGRAM_READY</code></td>
</tr>
<tr>
<td>PHYSICAL_UNITS_READY</td>
<td>signal to inform the SBC that the physical units are ready for operation</td>
</tr>
<tr>
<td>PUMP_CTRL_STATE (i, b)</td>
<td>signal to inform the SBC of the current ON/OFF state of the i-th pump</td>
</tr>
<tr>
<td>LEVEL (v)</td>
<td>signal to inform the SBC the current level of water in the boiler tank</td>
</tr>
<tr>
<td>STEAM (v)</td>
<td>signal to inform the SBC the current rate of the steam flow out of the boiler tank</td>
</tr>
<tr>
<td>PUMP_REPAIRED (n)</td>
<td>signal to inform the SBC that the i-th pump is now repaired</td>
</tr>
<tr>
<td>PUMP_CTRL_REPAIRED (n)</td>
<td>signal to inform the SBC that the i-th pump’s control devices is now repaired</td>
</tr>
<tr>
<td>LEVEL_REPAIRED (n)</td>
<td>signal to inform the SBC that the water-level measuring unit is now repaired</td>
</tr>
<tr>
<td>STEAM_REPAIRED</td>
<td>signal to inform the SBC that the steam-flow measuring unit is now repaired</td>
</tr>
<tr>
<td>PUMP_FAILURE_ACK (n)</td>
<td>signal from Operator Panel to acknowledge the i-th pump failure that has been detected by the SBC</td>
</tr>
<tr>
<td>PUMP_CTRL_FAILURE_ACK (n)</td>
<td>signal from Operator Panel to acknowledge the i-th pump’s control device failure that has been detected by the SBC</td>
</tr>
<tr>
<td>LEVEL_FAILURE_ACK</td>
<td>signal from Operator Panel to acknowledge water-level measuring unit failure that has been detected by the SBC</td>
</tr>
<tr>
<td>STEAM_FAILURE_ACK</td>
<td>signal from Operator Panel to acknowledge steam-flow measuring unit failure that has been detected by the SBC</td>
</tr>
</tbody>
</table>
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1- It is difficult in this diagram to express the possible change of commsOK at any point.

2- To make the depiction easier, we assumed that the water level will not fall during the alternative of checking the water level.

3- Also local actions are not clear here, e.g., the action of modifying the new failure mode info in the internal state of the SBC component. This complicate the synthesis process

4- Identifying the state variables will help also to express if all, some or none of the physical units are ready or not. This clarifies the ambiguity in the given requirement that says "the program enters either the mode normal if all the physical units operate correctly or the mode degraded if any physical unit is defective," which contradicts and does not distinguish between the conditions of the modes degraded and rescue

Figure 5.6: SBC initialization scenario (unstructured)
1- we made a big assumption here is that we do assume the water level can not suddenly jump directly to \( M_H \) or \( M_L \) skipping other levels. Otherwise, we would add \texttt{alt} construct at each step.

2- The first \texttt{alt} construct is inaccurate. The problem is the depicted sequence assumes that the scenario flow rejoins after this alternative. This is incorrect as the requirements says that if we switch to EmergencyStop, then there is no further flow. The only workaround here is to split this scenario to multiples ones whenever we face such situation...leading to many scenarios (each has to have a similar initialization flow).

\textbf{Figure 5.7}: SBC behavior in Normal mode
– If we tried to consider all those cases, the scenario would have exploded in length and complexity of nested constructs.

– Alternatively, we may think of capturing those cases in additional scenarios, however we will still have to write (in each additional scenario) the initial necessary steps that lead to occurrence of the target case or exception, and these steps will be similar in (almost) all scenarios. This alternative results in too many redundancies between many scenarios such that two scenarios may be exactly the same except for one or two steps. Designers then will have to take the tricky decision to either go for a very long scenario with complex nesting of conditions, or opt for several scenarios with unmaintainable redundancies.

- Another issue is that scenarios are commonly assumed to start with any possible step (i.e., state or event) in the system execution. Requirements specifiers do not know (and do not have the discipline to help decide) when a scenario starts and when it should be ended. Typically, this is driven by 'stories’ told by customers. Approaching scenario specifications in this way might bury other important scenarios within one of these stories, in addition to leading to the issues discussed in the previous point.

In the following section we introduce structure to these scenarios in an attempt to overcome the aforementioned issues. More specifically, we will use our framework, proposed in Chapter 4, to refactor the SBC scenarios (including the ones in Figure 5.6).

5.5.3 Structuring the SBC Scenarios

In Section 5.3.2 we provided a methodical procedure for using the mode-based framework, that we proposed in Chapter 4, to specify structured scenario specifications. It’s worth mentioning that the framework can be used in the beginning of the specification task, where no scenarios have yet been drawn, and also can be applied to pre-existing (e.g., legacy) scenarios. In this section we apply our structuring framework to the steam boiler case study to specify the SBC behavior, assuming no scenarios have been drawn yet. It will then be intuitive enough to think of how we can apply it to pre-existing SBC scenarios such as those in Figure 5.6.

We start the procedure, as per the steps given in Section 5.3.2 by identifying the system variables that define the state-space of the SBC. Next, we iteratively try to identify the mode-classes of the SBC and draw the relevant scenario inside each mode.

We chose the SBC as the first case study to show our structuring approach for of several reasons. First, the original textual specifications have prescribed a set of modes and described the behavior in
each mode. This helps in our demonstration as it gives the reader a sense of how modes are handy constructs that can be used by system analysts in the first place. Second, having explicit modes specifications in the initial specifications helps us in the SBC case study to focus on drawing scenarios (aspectually) within modes. Finally, as we will see later in this case study, we will show how the pre-specified modes are not enough to capture all the aspects of the SBC behavior, and we will propose an additional mode-class to further simplify scenarios. The step of adding one more mode-class, itself, will help us to examine the impact of Requirements Change on our approach, and we will place particular emphasis on this point within the discussion and the conclusion provided at the end of the case study in Section 5.5.3.3.

5.5.3.1 Identifying domain variables

As we discussed earlier in Chapter 4, the decisions involved in selecting the domain variables are highly dependent upon the application domain, the target platform and the designer’s intuition. This can easily be appreciated from the example of modeling the status of, say, a 32-bit counter. Designers may choose to model the counter’s status as two 16-bit variables, or four nibbles, or even 32 Boolean variables.

We made a more realistic analogy in Chapter 4 (section 4.4) between this process and the process followed in Object Oriented Analysis and Design OOAD [80, 103, 116] methods and techniques to identify objects in the system. While the (OOAD) method aims, primarily, to define a structural model of the system, one can think of the system state variables identification and selection as defining the state-space (and integrally contribute to defining the behavior space) of the system.

We analyzed the requirements in [3] (outlined in Section 5.5.1), and we identified the set of state variables specified in Table 5.3.

As discussed in Chapter 4, identifying the system variables is an intuitive effort in the first place, and should be supported by domain expert’s knowledge. Nevertheless, some disciplined and methodical techniques already exist in the literature to guide this effort. In our case studies here, we follow [111] the general guidelines of the 4-Variable method to identify the system variables. The 4-Variables Model assumes 4 types of variables: input, monitored, controlled and output. To focus on the case studies’ objectives, we assumed the monitored variables are the same as input variables, and analogously, we assumed the controlled are the same as output variables.

In addition to the input and output sets of variables, there are internal state variables (e.g., timers, counters, etc.) that are not necessarily input or output but are modeled by designers to
### Table 5.3: The identified state-variables of the Steam Boiler Controller

<table>
<thead>
<tr>
<th>Predicate Variable</th>
<th>Range</th>
<th>Function Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>s_Stop</td>
<td>T, F</td>
<td>STOP ⇒ s_Stop</td>
</tr>
<tr>
<td>s_CommsErr*</td>
<td>T, F</td>
<td>T: for any error in the physical transmission line(s) between the boiler and the SBC; F: if no transmission errors.</td>
</tr>
<tr>
<td>s_PmpState[i]</td>
<td>T, F</td>
<td>PUMP_CONTROL_STATE (i, ON) ⇒ s_PmpState[i]</td>
</tr>
<tr>
<td>s_PmpErr[i]*</td>
<td>T, F</td>
<td>set to T if an erroneous behavior detected in the i-th pump’s dynamics</td>
</tr>
<tr>
<td>s_PmpCtrlErr[i]*</td>
<td>T, F</td>
<td>set to T if an erroneous behavior detected in the pump controller’s physical dynamics</td>
</tr>
<tr>
<td>s_WaterUnitErr*</td>
<td>T, F</td>
<td>set to T if an erroneous behavior detected in the water-level measuring unit</td>
</tr>
<tr>
<td>s_SteamUnitErr*</td>
<td>T, F</td>
<td>set to T if an erroneous behavior detected in the steam-flow measuring unit</td>
</tr>
<tr>
<td>s_PmpOK[i]</td>
<td>T, F</td>
<td>(PUMP_CONTROL_STATE(i, CIRC) ∧ ¬s_PmpErr[i] ∧ ¬s_PmpCtrlErr[i]) ⇒ s_PmpOK[i]</td>
</tr>
<tr>
<td>s_SteamFlow</td>
<td>[0, W]</td>
<td>(STEAM(v) ∈ [0, W]) ⇒ (s_SteamFlow = STEAM(v))</td>
</tr>
<tr>
<td>s_SteamOK</td>
<td>T, F</td>
<td>¬s_SteamUnitErr ⇒ s_SteamOK</td>
</tr>
<tr>
<td>s_EmergencyWL</td>
<td>T, F</td>
<td>(LEVEL(v) ≤ M_L) ∨ LEVEL(v) ≥ M_H) ⇒ s_EmergencyWL</td>
</tr>
<tr>
<td>s_VeryLowWL</td>
<td>T, F</td>
<td>LEVEL(v) ∈ [M_L, L] ⇒ s_VeryLowWL</td>
</tr>
<tr>
<td>s_LowWL</td>
<td>T, F</td>
<td>LEVEL(v) ∈ [L, N_L] ⇒ s_LowWL</td>
</tr>
<tr>
<td>s_NormalWL</td>
<td>T, F</td>
<td>LEVEL(v) ∈ [N_L, N_H] ⇒ s_NormalWL</td>
</tr>
<tr>
<td>s_HighWL</td>
<td>T, F</td>
<td>LEVEL(v) ∈ [N_H, H] ⇒ s_HighWL</td>
</tr>
<tr>
<td>s_VeryHighWL</td>
<td>T, F</td>
<td>LEVEL(v) ∈ [H, M_H] ⇒ s_VeryHighWL</td>
</tr>
<tr>
<td>s_FailureMode</td>
<td>(Init, Norm, Degrd, Rescue, Stop)</td>
<td>M_init ⇒ (s_FailureMode = Init)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M_norm ⇒ (s_FailureMode = Norm)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M_degrd ⇒ (s_FailureMode = Degrd)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M_rescue ⇒ (s_FailureMode = Rescue)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>M_stop ⇒ (s_FailureMode = Stop)</td>
</tr>
</tbody>
</table>

(The functions of the predicates M_init, M_norm, M_degrd, M_rescue, and M_stop are specified in Section 5.5.)
capture some internal state of the system. The input, output and internal variables together
determine the state of the system at any point of time [54]. The set of the system’s state variables is
represented by the union of the sets of input and output internal variables (Table 5.3). In case of
replicated variables (e.g., all the state variables associated with water pumps.) we use an array-like
variable to identify them. We use the prefix ‘s_’ to refer to any of these state variables. Table 5.3 lists
the state variables we identified for the SBC system.

5.5.3.2 Specifying mode-classes and Scenarios: iteration #1

Given that we identified the SBC’s state variables (Table 5.3), we then shall use these variables to
compose formal specifications (in simple predicate logic) for SBC’s mode-classes. The initial textual
specifications of SBC mentions explicitly a number of modes of the SBC. We deliberately present the
SBC as the first case study here because it already predefines a set of modes, and this helps in
incremental demonstration of our structuring approach. We will compose the formal specifications for
these modes and use it as a seed of our modes specifications.

Let us refer to the mode-class Failures Modes as MCfm and consider it as the initial part of our
structured specifications. We then specify the corresponding mode-machine MMfm by extracting –
from the textual requirements – the predicates that characterize the modes in MCfm. Recall that a
mode is characterized by a predicate as explained in Chapter 4. We also specify the transition
relations between those modes, according to the textual specifications. The transition diagram of the
MMfm is shown Figure 5.8.

We use the variables in Table 5.3 to compose the modes’ predicates. We stick to the basic
predicate logic to codify the mathematical functions of the these predicates. The granularity of the
state variables facilitates the composition of the these predicates. However, when it is necessary to
specify more composite predicates, and none of the variables defined (so far) is suitable, we will define
new variables to name the mathematical functions of those predicates. For example, we used the
variable s_FailureMode to refer to the current failure mode from the MCfm class. The
specifications of the predicates functions of all failure modes of MMfm are detailed in Table 5.4

Note: we call these modes as failure modes because they are so called in the given initial specifications.
Table 5.4: Predicate functions of the transitions in the mode machine $MM_{fm}$

<table>
<thead>
<tr>
<th>Function</th>
<th>Predicate Functions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{init}$</td>
<td>$(s_{SteamFlow} = 0) \land \neg(s_{SteamUnitErr} \lor s_{EmergencyWL} \lor s_{WaterUnitErr}) \lor \neg s_{CommsErr}$</td>
</tr>
<tr>
<td>$M_{norm}$</td>
<td>$\neg(s_{SteamUnitErr} \lor s_{EmergencyWL} \lor s_{WaterUnitErr}) \land \neg \exists i: s_{PmpErr}[i] \lor \neg(s_{PmpCtrlErr}) \lor \neg s_{CommsErr}$</td>
</tr>
<tr>
<td>$M_{degrd}$</td>
<td>$\neg(s_{SteamUnitErr} \lor s_{EmergencyWL} \lor s_{WaterUnitErr}) \land \neg \exists i: s_{PmpErr}[i] \lor \neg(s_{PmpCtrlErr}) \lor \neg s_{CommsErr}$</td>
</tr>
<tr>
<td>$M_{rescue}$</td>
<td>$s_{WaterUnitErr} \land \neg(s_{SteamUnitErr} \lor s_{EmergencyWL}) \land \neg \exists i: s_{PmpErr}[i] \lor \neg(s_{PmpCtrlErr}) \lor \neg s_{CommsErr}$</td>
</tr>
<tr>
<td>$M_{stop}$</td>
<td>$s_{Stop} \lor s_{EmergencyWL} \lor s_{CommsErr} \lor (s_{SteamUnitErr} \land s_{WaterUnitErr}) \lor (\forall i: s_{PmpErr}[i] \lor s_{PmpCtrlErr}[i])$</td>
</tr>
</tbody>
</table>

Figure 5.8: Failure Modes Machine $MM_{fm}$
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Figure 5.9: Init-1 and Norm-1 scenarios specified under the scope of the modes Initialization and Normal, respectively. These scenarios are shorter than their unstructured version in Figures 5.6 and 5.7 specified directly from initial specifications.

The specification of the transition relationship between the SBC is as follows:

1. Shorter scenarios. The scenarios Init-1 and norm-1 are much shorter. The interactions
### Table 5.5: Predicate functions of the transitions in the mode machine $MM_{fm}$

<table>
<thead>
<tr>
<th>Transition</th>
<th>Predicate Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>$\forall$ PHYSICAL_UNITS_READY WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_2$</td>
<td>$\forall$ PHYSICAL_UNITS_READY WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_3$</td>
<td>$\forall$ PHYSICAL_UNITS_READY WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_4$</td>
<td>$\forall$ STEAM_BOILER_WAITING WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_5$</td>
<td>$\forall$ (s_CommsErr $\lor$ STOP) WHEN $(T)$</td>
</tr>
<tr>
<td>$T_6$</td>
<td>$\forall$ (s_PmpErr $[i]$) WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_7$</td>
<td>$\forall$ (s_PmpCtrlErr $[i]$) WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_8$</td>
<td>$\forall$ PUMP_REPAIRED($i$) WHEN $(s_FailureMode=Degrd)$</td>
</tr>
<tr>
<td>$T_9$</td>
<td>$\forall$ PUMP_REPAIRED_ACK($i$)</td>
</tr>
<tr>
<td>$T_{10}$</td>
<td>$\forall$ (s_SteamUnitErr) WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_{11}$</td>
<td>$\forall$ STEAM_REPAIRED WHEN $(s_FailureMode=Degrd)$</td>
</tr>
<tr>
<td>$T_{12}$</td>
<td>$\forall$ (s_WaterUnitErr) WHEN $(s_FailureMode=Init)$</td>
</tr>
<tr>
<td>$T_{13}$</td>
<td>$\forall$ LEVEL_REPAIRED WHEN $(s_FailureMode=Rescue)$</td>
</tr>
<tr>
<td>$T_{14}$</td>
<td>$\forall$ LEVEL_REPAIRED_ACK</td>
</tr>
<tr>
<td>$T_{15}$</td>
<td>$\forall$ LEVEL_REPAIRED_ACK</td>
</tr>
</tbody>
</table>
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Concerned with modes-transitions specified in the scenarios in Figure 5.6, no longer exist in the structured scenarios in Figure 5.9. Those interactions are now in the mode machine $MM_{fm}$. Moreover, the conditions expressions in Figure 5.6 attempt to specify (unfortunately in an ad hoc way) a context for the scenarios. These expressions are no longer needed in the structured scenarios, because these scenarios have had their contexts setup (rather in a disciplined way) by the mode machine $MM_{fm}$. Note that designers may still need to specify conditions within scenarios, but for other purposes (for e.g., for model synthesis purposes, as we do in Chapter 6).

2. **Extracting the 'exceptions' logic.** The transitions that were lengthening the scenarios in Figures 5.6 and 5.7 are now modeled as mode transitions in $MM_{fm}$.

3. **Scoped and focused scenarios.** As a consequence of point 2, the task of scenarios elicitation is reduced to describing those scenarios that do not involve exception cases, such as physical units failures. In other words, the decision-space of what and/or which way the scenario flow shall go? is much reduced.

4. **Fewer scenarios.** Without structuring: at some point in the scenario’s flow we might need to branch to different alternative paths. In MSC and its variants (See Chapter 2), this is typically expressed by the `alt` or `opt` constructs. As the concepts underlying these constructs are drawn from general programming languages, they do not scale well with system size, particularly at the architectural level. Using these constructs might be useful for composing the alternative branches sequentially, in cases where, for example, the branches’ flows will rejoin shortly and are expressible in the same scenario, without complicating it. However, in other not uncommon cases, where the branches are themselves too long to fit together in the same scenario (or even not rejoining at all, e.g., leading to acceptance states) resulting in a scenario too long to be comprehended, these programmatic constructs are no longer useful. The common workaround is to split the scenario into many new scenarios as the number of long branches, resulting in larger number of scenarios. With structuring: our approach avoids this by factoring out those cross-modes steps, leaving the scenario to its original job at which it excels.

5. **Scenarios are easier to write, read and maintain.** This is a consequence of points 2 and 4 mentioned above.

Although we criticize the flowchart-like features that are pervasive in various dialects of scenario-based specifications (see Chapter 2 for detail) because they could easily be overused and distort the basic usage of the scenarios format, we still see these features as useful in avoiding
repetitive steps in the scenario’s flow – as long as these features are not overused. This can be illustrated in the (structured) scenarios of Figure 5.9, where the two scenarios are reasonably short and more importantly are focused on the contexts defined by \(MC_{Init}\) and \(MC_{Norm}\). For example, in Figure 5.9 the loop construct in both scenarios proves useful to compact, in a single scenario all the possible scenarios that would be needed to express the behavior in the respective modes. Without loops we would need:

- A set of scenarios to specify the SBC behavior in \(MC_{Norm}\) to control the water-level as water increases and decreases,
- A similar set of scenarios to specify the behavior at ‘reversing’ points (i.e., the point at which the level reverses from increase to decrease),
- And repeat all of these scenarios to enumerate water-level points over the range \([M_L, M_H]\).

In this Iteration of the SBC case study we demonstrated how modes can introduce structure into scenarios. So far, however, we have yet not examined how designers could specify mode-classes. Recalling that we deliberately started with this case study because it has the mode-based specifications already provided in the input textual requirements, and this allowed us in this iteration to focus on the specification of scenarios in (pre-existing) modes. In the next iteration of this case study we will attempt to identify another mode-class, \(MC_{wL}\), that will further simplify the scenarios.

We will notice an important consequence of overuse the mode-classes; designers may continue to stretch the specifications in modes directions that might be counter productive in terms of the complexity of the final specifications.

5.5.3.3 Conclusion of the SBC case study

The SBC case study is a real world system that combines both the regular behaviors of hybrid systems [93, 139], which are characterized by the regularity of the physical process of water-level changes, and also, the irregular computing behaviors which have been imposed by the Failure Modes of the SBC, and the various transitions according to arbitrary conditions prescribed as constraints by the initial requirements.

We attempted in our study of the SBC to demonstrate the idea of simplifying and structuring the SBC’s scenario-based specifications by partitioning the SBC’s state-space into modes that are grouped together in mode-classes (See Chapter 4 for a detailed discussion of modes and mode-classes). The original SBC textual requirements specify, informally, a set of Failure Modes of the system. The
pre-specified modes should have given the reader some sense of how the concept of modes is already employed (but informally) in requirements specifications particularly in hybrid systems or control-oriented software applications. Also we attempted in this section to extend the concept to scenario-based specifications based on the sound foundation we provided in Chapter 4.

5.6 Second case study: Mine Pump Controller MPC

The Steam Boiler Controller SBC case study, presented in section 5.5, attempted to gradually exemplify the role of modes in simplifying scenario-based specifications. In this section, we further clarify this role by fleshing out the raw requirements of the Mine Pump Controller (MPC); a hybrid system similar to the SBC, but without any initial definitions of specific modes, as was the case with the SBC system studied in section 5.5.

The objective of the MPC case study in this section is to fully apply our procedure for eliciting mode-based specifications from raw requirements without any predefined modes. The reader should find the presentation of this case study as a natural progression from the previous case study in section 5.5 given that both case studies are drawn from same class of systems.

5.6.1 The Original Specifications of MPC

The water percolating into a mine is collected in a sump to be pumped out of the mine (See Figure 5.10). The water level sensors, D and E, detect when water is above a high and a low level respectively. A pump controller switches the pump on when the water reaches the high water level and off when it goes below the low water level. If the water cannot be pumped out, due to a failure in the pump, the mine must be evacuated within one hour.

The mine has other sensors (A, B, C) to monitor carbon monoxide, methane and airflow levels. An alarm must be raised and the operator informed within one second of any of these levels becoming critical, so that the mine can be evacuated within one hour. To avoid the risk of explosion, the pump must be operated only when the methane level is below a critical level.

Human operators can also control the operation of the pump, but within limits. An operator can switch the pump on or off if the water is between the low and high water levels. A special operator, the supervisor, can switch the pump on or off without this restriction. In all cases, the methane level must be below its critical level if the pump is to be operated.

Readings from all sensors, and a record of the operation of the pump, must be logged for later analysis.
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Figure 5.10: Schematic Diagram of the Mine Pump

- A Carbon Monoxide sensor
- B Methane sensor
- C Airflow sensor
- D High water sensor
- E Low water sensor
From the informal description of the mine pump and its operations we obtain the following safety requirements:

1. The pump must not be operated if the methane level is critical.
2. The mine must be evacuated within one hour of the pump failing.
3. Alarms must be raised if the methane level, the carbon monoxide level or the airflow level is critical.

In the rest of this section, we take this textual specification and iteratively specify a structured model for Mine Pump Controller behavior, in terms of Modal Behaviors and Operational Behaviors. First we identify the domain variables of the Mine Pump Controller then we use these variables to describe the mode-classes and their corresponding mode-machines along with the scenarios descriptions in each mode.

5.6.2 Structuring the MPC Scenarios

In this section, we will apply our mode-based approach to specify the MPC’s requirements, given in textual form in the previous section, in a structured form of modes and scenarios. The scenario in Figure 5.11 (adapted from [133]) is a direct extract from the MPC’s textual requirements. We will use this scenario as an example of unstructured scenario specifications, and we will compare it to our structured scenario specifications we will develop in this section.

We will follow the procedure outlined in section 5.3.2. First, we identify the MPC’s state variables that represent the basic “vocabulary” for further specifications. This involves identifying the input/output messages received/sent (respectively) by the MPC system (see Tables 5.6 and 5.7), and also identifying the state variables (see Table 5.8) and define them by directing predicating on those I/O messages. Then, all subsequent specifications will be defined in terms of those state variables and/or the I/O messages. More specifically, Modal Behaviors will be defined in terms of the state variables, and the (structured) scenarios’ steps will be defined in terms of the the I/O messages.

5.6.2.1 Identifying the state variables

Figure 5.12 shows a context diagram of the MPC input/output relationship with other physical devices in the Mine Pump system. The events exchanged between the mine devices and MPC are codified as I/O messages. Tables 5.6 and 5.7 list the identified messages with a brief description of the event information they represent. We identified those messages from the given textual specifications (section 5.6.1).
### Table 5.6: Messages received by the MPC

<table>
<thead>
<tr>
<th>Message</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>WATER_LOW</td>
<td>Sent to the MPC to when the current value of water level is LOW</td>
</tr>
<tr>
<td>WATER_MED</td>
<td>Sent to the MPC to when the current value of water level is MED</td>
</tr>
<tr>
<td>WATER_HIGH</td>
<td>Sent to the MPC to when the current value of water level is HIGH</td>
</tr>
<tr>
<td>METHANE_CRITICAL</td>
<td>Sent to the MPC when the methane level in air reaches a critical value</td>
</tr>
<tr>
<td>CARBON_CRITICAL</td>
<td>Sent to the MPC when the carbon-monoxide level in air reaches a critical value</td>
</tr>
<tr>
<td>AIRFLOW_CRITICAL</td>
<td>Sent to the MPC when the Airflow level reaches a critical value</td>
</tr>
<tr>
<td>PUMP_FAILED</td>
<td>Sent to the MPC when the Pump is failed</td>
</tr>
<tr>
<td>PUMP_READY</td>
<td>Sent to the MPC when the Pump is ready</td>
</tr>
<tr>
<td>MANUAL_PUMP_ON</td>
<td>Sent from the Operator desk to to the MPC to command it to switch the pump ON</td>
</tr>
<tr>
<td>MANUAL_PUMP_OFF</td>
<td>Sent from the Operator desk to to the MPC to command it to switch the pump OFF</td>
</tr>
<tr>
<td>SET_OPERATOR_NORMAL</td>
<td>Sent to the MPC when the current privileges of the human-operator changes to normal</td>
</tr>
<tr>
<td>SET_OPERATOR_SUPERVISOR</td>
<td>Sent to the MPC when the current privileges of the human-operator changes to supervisor</td>
</tr>
</tbody>
</table>

### Table 5.7: Messages sent by the MPC

<table>
<thead>
<tr>
<th>Messages</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>SWITCH_PUMP_ON</td>
<td>sent to the pump controller to switch the pump ON</td>
</tr>
<tr>
<td>SWITCH_PUMP_OFF</td>
<td>sent to the pump controller to switch the pump OFF</td>
</tr>
<tr>
<td>TURN_ALARM_ON</td>
<td>sent to the Danger Light Pulp to turn it ON</td>
</tr>
<tr>
<td>TURN_ALARM_OFF</td>
<td>sent to the Danger Light Pulp to turn it OFF</td>
</tr>
<tr>
<td>OPERATOR_ACK</td>
<td>acknowledges a command from the operator (e.g., manually switching ON/OFF the pump)</td>
</tr>
<tr>
<td>OPERATOR_NACK</td>
<td>declines a command from the operator (e.g., manually switching ON/OFF the pump)</td>
</tr>
<tr>
<td>EVACUATE_MINE</td>
<td>signal to the operator desk to evacuate the mine</td>
</tr>
</tbody>
</table>
Given these I/O messages, we can then start to define the state information model of the MPC system. Recall that we have made a realistic analogy, in Chapter 4 (section 4.4), between the intuitive task of identifying state variables and the similar task of identifying objects in the Object Oriented Analysis and Design (OOAD) [80, 103] methodology.

Table 5.8 details the state variables which we identified for the MPC system. We defined the variables by predicating directly on the I/O messages defined earlier.

Having defined the basic vocabulary (i.e., I/O messages and state variables) of the MPC system, we now start to elicit the different behaviors of the system – Modal Behaviors and Operational Behaviors.

5.6.2.2 Iteration #1

We start by applying the procedure described earlier in section 5.3.2. Recall that our procedure distinguishes between two types of behaviors: the Operational Behavior and Modal Behavior. Simply, a Operational Behavior is the behavior that takes place within a mode and does not execute across

---

5It is worth highlighting here that even though these two tasks (or methods) rely heavily on intuition and best practices and that they share the same purpose of characterizing the system under development, their outputs are actually quite different; the state variables characterize the system from black-box viewpoint, while objects or components imply clear-box viewpoint. Both are static characterizations, and still need further specifications for the dynamic aspect (modes and mode-machines for the former method, and component-level scenarios for the latter method.)
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Figure 5.12: Context diagram of the Mine Pump system
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Table 5.8: The identified state-variables of the Mine Pump Controller

<table>
<thead>
<tr>
<th>predicate variable</th>
<th>Range values</th>
<th>Function specification</th>
</tr>
</thead>
</table>
| s_PumpStatus       | ON, OFF      | MANUAL_PUMP_ON \(\Rightarrow (s_{\text{PumpStatus}} = \text{ON})\)  
|                    |              | MANUAL_PUMP_OFF \(\Rightarrow (s_{\text{PumpStatus}} = \text{OFF})\) |
| s_PumpHealth       | READY, FAILED| PUMP_READY \(\Rightarrow (s_{\text{PumpHealth}} = \text{READY})\)  
|                    |              | PUMP_FAILED \(\Rightarrow (s_{\text{PumpHealth}} = \text{FAILED})\) |
| s_WaterLevel       | LOW, MED, HIGH| WATER_LOW \(\Rightarrow (s_{\text{WaterLevel}} = \text{LOW})\)  
|                    |              | WATER_MED \(\Rightarrow (s_{\text{WaterLevel}} = \text{MED})\)  
|                    |              | WATER_HIGH \(\Rightarrow (s_{\text{WaterLevel}} = \text{HIGH})\) |
| s_CriticalCond     | NORMAL, CRITICAL | CARBON_CRITICAL \(\lor\) AIRFLOW_CRITICAL \(\Rightarrow (s_{\text{CriticalCond}} = \text{CRITICAL})\) |
| s_MethaneCond      | NORMAL, CRITICAL | METHANE_CRITICAL \(\Rightarrow s_{\text{MethaneCond}} = \text{CRITICAL} \land s_{\text{CriticalCond}} = \text{CRITICAL} \) |
| s_Alarm            | ON, OFF      | TURN_ALARM_ON \(\Rightarrow (s_{\text{Alarm}} = \text{ON})\)  
|                    |              | TURN_ALARM_OFF \(\Rightarrow (s_{\text{Alarm}} = \text{OFF})\) |

*Note that we kept the s_CriticalCond and s_MethaneCond separate because their specification is different: in case of s_MethaneCond the mine must evacuate, in addition to firing Critical Condition alarm. So, as specified above in the table, s_MethaneCond implies s_CriticalCond but the reverse is not true.

modes belonging the same mode-class. On the other hand, the Modal Behavior determines the change (or the transition) between the different Operational Behaviors that the system executes, according to the current conditions of the system. In this section, we identify these behaviors for the MPC system, starting from its initial specifications described above. We will use the state variables in Table 5.8 wherever possible in the analysis.

The Modal- and Operational Behaviors of the MPC

After a first scan of the original specifications (Section 5.6.1), the MPC behavior is understood as controlling the water-level in the mine sump by pumping it out of the sump when it reaches a high limit (i.e., when \(s_{\text{WaterLevel}} := \text{HIGH}\)), and that this behavior can execute only if there are currently no critical conditions (i.e., when \(s_{\text{CriticalCond}} := \text{CRITICAL}\)). This can be analyzed as follows:

- An Operational Behavior of the MPC is to control the water-level. – let us call it Behavior-1. This behavior does not affect other behaviors, so it is operational.
- An Operational Behavior of controlling the danger alarm on appearance/absence of a critical condition – let us call it Behavior-2. This behavior does not affect other behaviors, so it is operational.

*Note that the decisions made on the behaviors types will be validated as we elicit more behaviors in the case study.
• And, a Modal Behavior of controlling the pump activation whenever the methane level condition changes – let us call it \textit{Behavior-3}. This behavior affects \textit{Behavior-1}, so it is a Modal Behavior.

A quick look at the original scenario in Figure 5.11 (reused from [133]), shows us that the Modal Behavior \textit{Behavior-3} is mixed with the Operational Behaviors \textit{Behavior-1} and \textit{Behavior-2}. Our approach does not restrict combining multiple Operational Behaviors in the same scenario (though we recommend keeping them separate, if possible), but rather we clearly distinguish and separate modal and Operational Behaviors (which are mixed in Figure 5.11) for the reasons explained earlier in this chapter.

So far we have identified three behaviors; two of them are operational (\textit{Behavior-1} and \textit{Behavior-2}) and the third is modal (\textit{Behavior-3}). The next step has to specify mode-classes for the Modal Behaviors and specify scenarios for the operational ones, as we see in the rest of this iteration.

\textbf{Specifying the behaviors \textit{Behavior-1}, \textit{Behavior-2} and \textit{Behavior-3}:} Following the procedure in section 5.3.2, we first specify the mode-classes for the Modal Behaviors and then try to run each Operational Behavior by those different modes (in each mode-class).

Consider $MC_{\text{meth}}$ as the mode-class for the Modal Behavior \textit{Behavior-3}. This behavior has two distinct contexts modeled as follows:

- $MC_{\text{meth}} = \{M_{\text{meth}}^1, M_{\text{meth}}^2\}$
- $M_{\text{meth}}^1 \rightarrow (s_{\text{-MethaneCond}} = \text{NORMAL})$
- $M_{\text{meth}}^2 \rightarrow (s_{\text{-MethaneCond}} = \text{CRITICAL})$

The next step is to project the Operational Behaviors identified so-far and specify their corresponding scenarios in each mode in $MC_{\text{meth}}$. For the Operational Behavior \textit{Behavior-1}, we ran it by the two modes in $MC_{\text{meth}}$ and this resulted in two scenarios for this behavior. We have pictorially “embedded” these scenarios in their \textit{scoping} modes of $MM_{\text{meth}}$ in Figure 5.13 and the detailed diagrams of these scenarios are also shown in Figure 5.14(a) and Figure 5.14(c).

Note that the scenario in Figure 5.14(c) is actually a nil scenario. This is because the MPC system, itself, switches OFF while in $M_{\text{meth}}^2$ and evacuation starts. So, effectively, the Operational Behavior \textit{Behavior-1} has a single scenario in $M_{\text{meth}}^1$. 

122
Figure 5.13: The MPC’s Modal Behavior \textbf{Behavior-3} (pump control on appearance and absence of Methane-level condition).

The Operational Behavior \textbf{Behavior-2} is modeled in Figure 5.14 (b) by a simple scenario to switch ON/OFF the alarm on the appearance of either the Carbon or Airflow critical conditions. Note that we modeled the events of these conditions by a single state variable \(s_{\text{CriticCond}}\).

Before we finish this iteration, a genuine question here is: why we did not use the \(s_{\text{CriticCond}}\) to specify a Modal Behavior on its own? The answer is because the mine evacuation condition will not be part of either context of \(s_{\text{CriticalCond}}\) is TRUE/FALSE, so this Modal Behavior will not be a mode-class.

5.6.2.3 Iteration #2

Now consider the next part of the original specifications in section 5.6.1 “if the pump failed and the water level is high, then the mine must be evacuated”. Let us call this behavior \textbf{Behavior-4}. This behavior represents change in the health status of the pump (ready/fail). According to the procedure in section 5.3.2 this behavior is of a modal type because it affects the Operational Behavior \textbf{Behavior-1}, “controlling the water-level”, and it does not affect any of the elicited Modal Behaviors. Let us model this behavior by the mode-class \(MC_{ps}\), with two modes \(M_{1}^{ps}\) and \(M_{2}^{ps}\) (‘ph’ stands for pump status) such that:

- \(MC_{ps} = \{M_{1}^{ps}, M_{2}^{ps}\}\)
- \(M_{1}^{ps} \Rightarrow (s_{\text{PumpHealth}} := \text{READY})\)
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Figure 5.14: scenarios scoped by modes in the mode class \( MC_{\text{meth}} \): (a) normal water-level scenario under scope of \( M^1_{\text{meth}} \), (b) Alarm activation scenario under scope of \( M^1_{\text{meth}} \) too, (c) water-level control under scope of \( M^2_{\text{meth}} \)

(a) Water-level control scenario
Under a critical Methane level

(b) Alarm activation

(c) Water-level control scenario
Under normal Methane level.
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Figure 5.15: The MPC’s Modal Behavior Behavior-4 of pump failure condition.

- $M^p_{ps}$ ⇒ (s_PumpStatus := FAILED)

The mode-machine $M_{ps}$ in Figure 5.15 describes this behavior.

Then we elicit the scenarios in each of the modes $M^p_{ps}$ and $M^f_{ps}$ in the mode-class $MC_{ps}$. Figure 5.16 below shows each of those scenarios.

In case of $M^p_{ps}$ (pump is ready) the water-level control scenario is the same as the normal case (refer to Behavior-1 that we studied earlier). However, in case of $M^f_{ps}$ (pump was failed) the MPC sends a signal to evacuate the mine once the water-level reaches the high limit.

Initial analysis of Behavior-4 reveals several ambiguities in the original specifications.

1. First, there is no device to which the MPC sends the “mine evacuation” alarm. We marked this unspecified object as unknown in the scenario in mode $M^f_{ps}$ (Figure 5.16 (b)).

2. Second, there is nothing to say (in the original specifications) if the pump could be repaired or not (this indicated by the transition from $M^f_{ps}$ back to $M^p_{ps}$ in Figure 5.15), and nothing to say how the MPC is notified when the pump is repaired. For example, will the operator directly sends a “repair-done” message to the MPC; or shall the MPC query the pump monitoring devices in order to get this info?

3. The third ambiguity is that when the pump is repaired and the current mode is $M^p_{ps}$, shall the MPC switch the pump ON? Or shall the MPC keep the pump to OFF and expect the Operator to switch it ON as suitable?

We resolved these ambiguities by adding more behavior and messages to the specifications in Table 5.7 and to the scenarios in Figure 5.18.
The final requirement in the original specifications – recalled here from Section 5.6.1 – states that “An operator can switch the pump ON or OFF if the water is between the low and high water levels. A special operator, the supervisor, can switch the pump on or off without this restriction. In all cases, the methane level must be below its critical level if the pump is to be operated.”

If we parse the textual description of this requirement, we can detect two distinct behaviors:

- **Behavior-5**: the arbitrary switching of the pump ON or OFF by a human controller at the control panel, and
- **Behavior-6**: the change of the authority-level of this human controller from a normal Operator to a Supervisor.

To reason about the types of behaviors in this requirement, we apply again our heuristic: Does any of those behaviors affect one or more existing Operational Behavior(s)? Could we elicit a variant of this behavior when it executes in different Modal Behaviors?

The initial observation is that **Behavior-6** affects **Behavior-5**. That is, the pump can be switched ON/OFF anytime in the case of Supervisor-level authority, however, this control is limited in the case of operator-level authority. Accordingly, we can conclude that **Behavior-6** is a Modal Behavior, while **Behavior-5** is Operational Behavior. We still need to see if this **Behavior-6** affects the other existing Operational and Modal Behaviors of the MPC. A quick check of the behaviors we elicited earlier in Section 5.6.2.2 will tell us that:
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The MPC’s Modal Behavior of Switching between an Operator- and Supervisor-level of manual control.

- The Modal Behavior Behavior-6 does not affect Behavior-1; whether an Operator or Supervisor is in charge, the MPC will control the water-level as specified in Figure 5.16(a), even though this human controller switched the pump ON/OFF at specific times.

- The Modal Behavior Behavior-6 does not affect the other Modal Behaviors Behavior-3 and Behavior-4. This validates the mode-classes selection we have done, because Modal Behaviors are supposed to be independent and affect the Operational Behaviors but not affect each other (otherwise we will have inter-dependencies that will distort the design regularity, that we seek).

Figure 5.17 below illustrates the mode-machine $MM_{ca}$ (’ca’ stands for control authority) of Behavior-6, where the manual control authority changes from Operator to Supervisor (’ca’ stands for control authority).

The scenarios in Figure 5.18 below model the Operational Behavior Behavior-6. Figures 5.18(a) and 5.18(b) illustrate Behavior-6 under scope of the modes $M_{opr1}^{pr}$ and $M_{opr1}^{pr}$, respectively, where the operator’s authority is Normal; Figure 5.18(a) illustrates the two variants of the behavior in (1), and both of these scenarios are scoped by the mode in $M_{opr1}^{pr}$.

The scenarios of the Supervisor-level human controller are provided in Figures 5.18(b).

5.6.2.4 Conclusion of the MPC case study

In this case study we took a further step further in our demonstration of the mode-based structuring of scenario specifications, and we partitioned the MPC behavior space into three mode-classes; Methane critical condition class, $MC_{meth}$, pump health class, $MC_{ps}$, and operator authority-level class, $MC_{ca}$.

To illustrate the resulting drawback of mixing modal- and Operational Behaviors let us consider
Figure 5.18: Water level control scenarios: (a) scenarios under scope of $M_1^{ca}$, (b) scenarios under scope of $M_2^{ca}$
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The scenario shows the Methane level as it crosses its critical level, while the water-level decreases from High to Medium. In order to add more flows, we then need either to extend this scenario or, to start another one such that it presents an additional cycle of water-level increase and introduces the critical condition of methane at the required point in this cycle. Nothing tells us which option is better. Moreover, we do not know which way to go first; to introduce the critical condition when the water-level is High, and then when it is Low, or the other way around? This shows us the maze we will end up in if we do not follow a structured way of specifying the scenarios here.

Another drawback of ad hoc specifications is that, assuming we could keep track of the possible scenarios, in order to specify the other cases where the methane level becomes critical but the water-level is High, and when the water-level is Low, we would need to add more scenarios to record these cases. Additionally, we would need to double all these scenarios to include the condition when a pump failure occurs, and we have to find out the various cases of different sequences of the occurrence of these conditions. Obviously, as the number of involved variables (and their ranges) increases, the number of scenarios explodes (possibly exponentially) in the valuations of these variables – pretty much similar to the state explosion problem, well known in formal verification techniques such as Model Checking.

By factoring the Modal Behavior out of Operational Behavior, we could elicit more behaviors that are not mentioned in the original specifications. For example, the Modal Behavior Behavior-4 (elaborated in Figure 5.15) does not originally specify if the pump can be repaired at all, and what will be the correct action to take if the pump is repaired (e.g., will the MPC switch the pump ON if no critical condition is present) – leaving aside the handshaking mechanism, by which the operator communicates the repair information to the MPC.

5.7 Chapter Summary

We can say that this orthogonal relationship of Modal v.s. Operational Behavior allowed us to uncover behaviors and use-cases that would be hidden by the complexity of the required behavior. The Modal Behaviors provide a particular context within which the designers can safely exhaust all possible variants of the Operational Behavior, and this has led to uncovering those behaviors not spelt out in the original specifications. As we discussed earlier at several points, these contexts themselves are structured in a novel way (adopting a multi-view model) using modes and mode-classes.

This requirements specification approach would work best at early stage of system behavior
definition and specifications where designers and system analysts have general requirements that are possibly vague and might be also inconsistent.

This has been done by exposing technical questions to uncover requirements that would best be elicited at this early stage of development. We state that the description of each behavior can be (in simple cases) comprehended but ambiguities start to surface when those cases are merged together. For example, we can elicit a case of deadlock in Figure 5.18 (a), where the system has no way to go or to recover after it orders an evacuation.
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Synthesizing Automata Models
From Structured Scenarios

In Chapter 3 we surveyed the state-of-the-art approaches for generating automata-based models from input scenario specifications. The surveyed approaches vary widely with respect to the algorithmic techniques used; the foundations of these techniques; the assumptions made on the input specifications; the form of the synthesized output models; etc. We also evaluated these approaches from those aspects and identified the shortcomings and the relevant gaps. In this Chapter, we attempt to fill in these gaps with a novel synthesis technique that accepts as input a structured scenario specifications, and iteratively produces, as output, a single state machine in the form of a Kripke Structure [82].

The structured scenario input is assumed to be specified according to the method we proposed in Chapter 5, and it includes a set of scenarios associated with a set of mode-classes. The mode-class specifications, part of the input specifications, are specified according to the approach proposed earlier in Chapter 4. Finally, the Kripke Structure is a popular form of transition system in paradigms, such as Model Checking [33], due to its simplicity, explicitly and amenability to analysis, together with its ability to generate code using standard off-the-shelf autocoding tools.

This chapter brings together all the work presented so-far in this thesis and uses it in a practical CASE\textsuperscript{1} application. The model synthesis technique, which we present in this chapter, employs the approaches and methods presented in Chapters 4 and 5, as essential ingredients in the synthesis process.

\textsuperscript{1}Computer-Aided Software Engineering
6.1 New Process for Behavior Model Synthesis

Synthesis of automata models from partial specifications [83, 94, 129, 133, 145, 146] involves two major phases: translating the partial specifications to FSM models, and then merging these isolated models. The translation phase is typically straightforward and uses proprietary techniques for loop detection [83, 146]. The merge phase is more challenging due to difficulties in finding a common refinement model [133] that exhibits all the behaviors of the isolated models.

Our approach attempts to protect the specifications from partiality at the outset. It augments the scenario specifications with automata-based specifications in the form of mode machines. Disjoint subsets of scenarios are specified under the scope of different mode-machines. To synthesize a system model, we convert each subset of scenarios to FSMs and then integrate them by merging their scoping mode machines. This results in a common refinement model exhibiting all the behaviors of the scenarios.

In this section we present our proposed synthesis process to constructively and incrementally generate an automata-based behavior model, given a set of structured scenario specifications. Building on our proposed technique from chapter 5, to structure scenario-based requirements specifications, we use this (structured) form of scenarios as input to the synthesis process we present in this section. The output from this process is an integrated automaton that involves the execution of all behaviors implied by the input specifications, in addition to behaviors introduced during the synthesis process itself.

Our proposed process assumes designers’ involvement when it encounters new decisions. Though the process automates the systematic and logical-reasoning related steps, it still requires the designer to resolve non-deterministic situations and to decide on new behaviors when they emerge during the synthesis process.

The process consists of a number of phases. Figure 6.1 is a detailed illustration of the process phases. We summarize here the basic ideas behind each phase, and provide a detailed descriptive discussion in subsequent sections.

The synthesis process goes through three phases. Phase-1 is a preparation phase, and this involves two steps: first, the input specifications are checked for consistency. As shown in Figure 6.1 the specifications must be revisited and adjusted iteratively until the checks are passed. The second step translates scenarios to their FSMs counterparts using standard methods (c.f. 146).

The actual synthesis steps start in Phase-2. In this phase we, incrementally, merge the mode-machines in one single mode-machine. This is done by merging two mode-machines at a time such that they accumulate in one single mode-machine. New modes are likely to appear in the
resulting (system) mode-machine, due to (logical) intersections between modes from different
mode-machines. During this merge process, the FSMs (translated from scenarios in Phase-1) are
processed so as to remove identical states that belong to different scenarios (that were scoped under
different mode-machines). Another important processing of these FSMs is that the logical scoping
relationship of ‘mode X scopes state Y’ is adjusted to accommodate the emerging (and teh
disappearing) modes due to the intersections.

At the end Phase-2, we will have an intermediate automata model with a two-levels hierarchy.
The higher level is a single mode-machine, which is the result of merging of all the mode-machines
originally provided in the input specifications, along with additional modes that could possibly emerge
from the merge operation. The lower level consists of those FSMs, that have been translated from the
scenarios, originally provided in the input specifications. Each of those FSMs is scoped by one mode
from the higher-level is a unique 1:1 relation.

In Phase-3, the two hierarchies of automata models, generated in Phase-2, will be integrated
together in a single flat FSM that represents the system’s behavior. More specifically, the individual
FSMs will be connected by the transitions of the mode-machine (that constitute the higher-level
hierarchy). During this “connecting FSMs” process, potential elaboration of the model is very likely to
be happen, because it is unlikely that all (mode-level) transitions can connect FSMs. Automated
checking tools (e.g. satisfiability checking tools SMT) will be helpful for checking if the mathematical
predicate resulting from connecting two states (belonging to two different FSMs) to a mode-level
transition does not violate any of the pre-specified constraints. The output of this phase is our final
model in a form of flat FSM, that does not violate any of the pre-specified constraints. Also, this
model is now ready for code generation, using off-the-shelf auto-coding tools.

In the rest of this section we go through each phase ins detail and provide illustrative figures of
the process when necessary. We also employ the ESFAS system \cite{36} both as a running example to
illustrate the presented concepts, and also as a case study at the end of this chapter for a complete
demonstration of the synthesis process. An overview of the ESFAS system is provided in Chapter 2.

6.1.1 Process Phases

Given a structured scenario specification, we synthesize a standard FSM. We assume each
scenario is specified in a standard Sequence Diagram (SD) form \cite{103}, with each of its messages
annotated by pre- and post-conditions in the form of a vector of variables, similar to earlier
approaches. Moreover, each message is labeled with an event predicate $\ell$ representing the conditions
that triggered the message. Finally, each scenario is annotated with an identifier that refers to its
Figure 6.1: Behavior Synthesis Process (using micro-sized versions of ESFAS example.)
scoping mode. We also take into account the system constraints, denoted as \( C \) and formed as first-order formulas, specifying undesirable behaviors (e.g., safety properties). The synthesis process ensures that the generated models do not violate \( C \).

Algorithm 1 describes the high-level procedure of the synthesis process. **Phase-1** checks consistency of input specifications and converts scenarios to their FSM counterparts. **Phase-2** merges the mode machines into a common refinement model \( MM_{sys} \). The final phase, **Phase-3**, elaborates the mode-transitions in \( MM_{sys} \) to transitions connecting the scoped FSMs and results in the final state machine model \( FSM_{sys} \). Algorithm 1 employs three auxiliary functions: `NEW()` for creating objects, and `ADD()` and `REMOVE()` for adding and removing one or more ‘elements’ to and from a ‘set’, respectively. We describe below each of these phases along with necessary explanations.

### 6.1.1.1 Phase-1: Preparing input specifications

There are two major steps in this phase: Step 1 is for consistency checking of the inputs and Step 2 is for conversion of the scenarios to FSMs. Step 1 checks the disjointness and space coverage (see Definition 2 in Chapter 4) properties of each mode machine. Moreover, consistency between the scenarios and their scoping modes is checked, such that the pre- and post-conditions in a scenario satisfy the predicate characterizing the scoping mode.

Step 2 employs standard techniques (cf. [146]) to convert the scenarios to their FSM counterparts. As an example, Figure 6.2(b) depicts the converted FSMs scoped by the \( MM_{pr} \) in the modes in the mode machine in the ESFAS system.

### 6.1.1.2 Phase-2: Space refinement (by merging mode-classes)

The basic hypothesis of our synthesis process is that an integrated model can be obtained by a successive refinements of the state-space. Every mode machine represents a view of the state-space partitioned into a set of contexts. The scenarios specified within these contexts are partially refining the state-space, because a scenario(s) is still likely to be partial even within the sub-space of its scoping mode. So, with several mode-machines – each with its own scoped scenario – we will have several partial refinements of the system state-space.

What we need to do next is to merge these partial refinements to find a common refinement model exhibiting all their behaviors. This merging process is formulated as follows:

**Theorem 2.** (Mode-Classes Merging). Consider a space \( T \) partitioned by two mode-classes \( MC^a \) and \( MC^b \). The intersection of \( MC^a \) and \( MC^b \) results in a new mode-class that is a common refinement such that \( MC^a \prec MC^R \) and \( MC^b \prec MC^R \). The two mode-classes \( MC^a \) and \( MC^b \) are said to be
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Algorithm 1 Procedure for the synthesis process.

Inputs:
(a) A set \( \text{ModeMachines} = \{ \text{MM}_1, \text{MM}_2, \ldots, \text{MM}_m \} \)
    where \( \text{MM}_i = \langle V, Q_{MC}^i, MC_i^o, M_{i0} \rangle \);
(b) A set of scenarios \( \text{SN} = \{ \text{SN}_1, \text{SN}_2, \ldots, \text{SN}_n \} \);
(c) A set of system constraints \( C \)

Outputs:
\( \text{FSM}_{sys} = (T, t_0, \delta^{FSM}) \), the integrated system FSM

Phase-1: Preparing specifications

1. \( \forall i \in [1, m] \):
   - Check disjointness of \( MC_i \);
   - Check completeness of \( MC_i \);
   - Check scenario are within their scoping modes;
2. \( \forall i \in [1, n] \):
   - Convert \( \text{SN}_i \) to \( \text{FSM}_i \) using the technique in [146];
   - ADD(\( \text{FSM}_i \), \( \text{FSM}_{sys} \));

Phase-2: Space refinement (modes merge)

3. \( \text{NEW} (\text{MM}_{sys} = (V, Q_{MC}^{sys}, MC_{sys}^o, M_{0sys}^{sys}, \delta^{FSM})) \);
   while \( |\text{ModeMachines}| \geq 2 \) do
   4. \( \exists (\text{MM}_q, \text{MM}_r) \in \text{ModeMachines} : \)
      \( \forall (M_q^i, M_r^j) \in MC_q^o \times MC_r^o : \)
      5. \( \models C (Q_{q}^i \land Q_{r}^j) \Rightarrow \)
      6. \( \exists t \in M_q^i : (t \models C (Q_{q}^i \land \ell)) \Rightarrow \)
      7. /* Repeat step 6 \( \exists t \in M_q^i * /
     8. \exists t \in M_{qr}^{ij} : \)
     9. /* Repeat Steps 9,10 for \( M_r^j */
    10. \( \forall k \in [1, |MC_q^o|] \)
     11. /* Repeat while */
    12. REMOVE(\( \text{MM}_q, \text{MM}_r, \text{ModeMachines} \));
      ADD(\( \text{MM}_{sys}, \text{ModeMachines} \));

Phase-3: Modes Transitions Elaboration

\( \forall (M_i^{sys}, M_j^{sys}) \in (MC^{sys} \times MC^{sys}) : \)
\( \forall (M_i^{sys} \xrightarrow{\ell} M_j^{sys}) \in \delta^{sys} : \)
\( \exists (t_s, t_d) \in (M_i^{sys} \times M_j^{sys}) : (t_s \land \ell \land t_d) \models C (t_s \land \ell \land t_d) \Rightarrow \)
\( \text{NEW}(t_s \xrightarrow{\ell} t_d) \in \delta^{sys} * /
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Figure 6.2: Illustration of the synthesis procedure (a) modes $M_i^j$ and $M_j^j$ overlapping (b) $M_i^j$ and $M_j^j$ after intersection (c) transition elaboration.
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merged in one mode-class \( MC^R \). This merge operation applies to any number of mode-classes partitioning \( T \).

Proof. From the coverage and disjointness properties of a mode-class (Definition 2, Chapter 4), and since the mode-classes are partitioning the same space, then every mode in a mode-class fully overlaps with at least one mode (or possibly all modes) from any other mode-classes. Consequently, the intersection of a certain mode with its overlapping modes (from other mode-classes) results in a refinement of this mode. If we applied this intersection process to all modes in a certain mode-class, the result will be a refinement of this mode-class, which is also a common refinement of all other mode-classes, and this proves Theorem 2.

It is also deducible that for two mode-classes, where one of them is a refinement of the other, the result of merging them is identical to the refining mode. That is, if \( MC^b \) in Theorem 2 is a refinement of \( MC^a \), then the merge result will be identical to \( MC^b \).

Merging of mode-classes is the basic idea of space refinement in Phase-2 of the synthesis process. In Algorithm 1, Step 3 creates a mode machine object \( MM_{sys} \), that will hold the common refinement of the input set \( ModeMachines = \{ MM_1, \ldots, MM_m \} \). Steps 4-8 perform a merge of two modes \( M^q_i \) and \( M^r_j \) belonging to the mode-classes \( MC^q \) and \( MC^r \), that, in turn, belong to mode machines \( MM_q \) and \( MM_r \), respectively. Steps 9-11 elaborate the transitions connecting \( M^q_i \) with its peer modes in \( MC^q \), and do the same with those transitions connecting \( M^r_j \) to its peer modes in \( MC^r \). Figure 6.2 is a depiction of these steps. In Figure 6.2(a), the modes \( M^q_i \) and \( M^r_j \) are overlapping and a new mode \( M^{qr}_{ij} \) is created to scope the overlap area (Step 5). The states \( s_2 \) and \( s_3 \) are the only states in \( M^q_i \) and \( M^r_j \) satisfying both of these two modes (Step 6). In Figure 6.2(b), the newly created mode \( M^{qr}_{ij} \) has been assigned those states that are proven to satisfy it, and also it has inherited the transitions \( T_1 \) to \( T_4 \) (Steps 9-11) from its origin modes.

Steps 4-11 are iterated on all pairs of modes in the set \( MC^q \times MC^r \), in an attempt to find a satisfiable overlap between every pair. This results in a merge of the mode-classes \( MC^q \) and \( MC^r \), which is a space refinement of the mode machines \( MM_q \) and \( MM_r \). Finally, Step 12 performs necessary data structure updates by replacing the merged mode machines, in the input set \( ModeMachines \), with their refinement \( MM_{sys} \), and loops back to merge \( MM_{sys} \) with another mode machine until the set Mode Machines has only one element, \( MM_{sys} \). So, the result of the successive merging of all the input mode machines is accumulated in \( MM_{sys} \).
6.1.1.3 Phase-3: Mode-transitions elaborations

As Figure 6.2(b) indicates, the output from Phase-1 is a model with only two levels of hierarchy: the mode machine $MM_{sys}$, at the higher-level, and the FSMs at the lower-level. Despite having the relationship *scoping*, they are still isolated in the sense of being a single executable automaton. The aim of Phase-3 is to elaborate the transitions between the modes to transitions between states in the FSMs. The rationale behind this step is, that when we move from abstract to concrete levels, a transition between two modes is actually summarizing several transitions between pairs of states that are local to those modes. These state transitions will have the same event condition, but possibly different guard conditions (which must be specified by designers to resolve non-determinism). Phase-3 attempts to find those pairs of states in the relevant modes (in the final common refinement model output from Phase-2) and assigns to them copies of the mode-transition(s), according to Definition 4 in Chapter 4.

The transitions elaboration should introduce *admissible transitions* only. Some of the transitions in the system are not admissible, either because of physical constraints in the runtime environment, or because of some design constraints imposed by the system design. We assume such constraints are included in the specifications $C$ input to the process. Thus, in Steps 13-14, we create a state transition, only if the conjunction of the source state, the transition predicate and the destination state, is satisfiable with respect to the constraints $C$.

Finally, Figure 6.2(d) shows the result of elaborating the transitions from mode-level down to the state-level (assuming all the elaborated transitions are satisfiable according to the tests in Steps 13 and 14, Algorithm 1). Note that modes are shown in dotted lines because they have become redundant information in the integrated FSM model.

6.1.2 Observations and Discussion

In this section we described a procedure for the synthesis of an integrated system model from scenarios that are augmented with mode machines. The procedure is driven by a synergy between these two types of specifications (Section 4.1), where scenarios refine the mode machines, and the mode machines complement the scenarios’ partiality and fragmentation.

The FSMs, counterparts of scenarios, are indirectly connected to construct the integrated system model. For example, in Figure 6.2(c) the states $s_1$, $s_3$ are connected indirectly via a state where $T_1$ originates. A similar case exists with $T_4$ indirectly connecting $s_2$ and $s_4$. In this sense, we have systematically linked the fragmented FSMs in one integrated model – the ultimate target of synthesis from partial specifications.
Chapter 6. Synthesizing Automata Models From Structured Scenarios

The emerging modes. A newly created mode, such as $M^r_{ij}$ in Step 5, may not have states (from FSMs) satisfying it, despite its predicate $Q^r_{ij}$ being satisfiable in the domain of discourse. Such modes will remain part of $MM_{sys}$ and should be examined by the designer to see what behaviors they exhibit, in order to drive further elicitation of requirements.

Phases’ execution order. Performing phases 2 and 3 in a different order should not lead to different results. If we independently elaborated the transitions in every mode machine to their scoped FSMs (i.e. performing Phase-3 on every mode machine) and then merged the mode machines successively (and combined the identical states as in Step 8) we will get the same result as if we followed Algorithm 1. As we will see in the Section 6.2.1 this elaborate-then-merge alternative is more intuitive for manual application of the synthesis procedure.

Algorithm complexity. Let $EVL$ be the average time needed to evaluate a $wff$. Let $SMC$ be the average time needed to find an interpretation satisfying a $wff$, with respect to the constraints $C$ (in the sense of Satisfiability Modulo Theory (SMT) solvers). Assume $ADD()$, $REMOVE()$ and $NEW()$ execute in constant time.

Phase-1 depends largely on the response time of Theorem Provers, such as PVS, which have been used successfully to prove the disjointness and coverage properties [121].

Phase-2 effort is $m \cdot (msg \cdot EVL \cdot A + SMC \cdot B)$ where $m$ is the number of mode machines, $n$ is the average number of modes per machine, $msg$ is the average number of messages per scenario, and $A$ and $B$ are arbitrary constants. Since $EVL << SMC$ by definition, the complexity is $O(m^n)$.

Assuming two modes in $MC_{sys}$, each has two transitions between them.

Phase-3 has an effort of $S \cdot |MC_{sys}| \cdot 2 \cdot SMC$ effort, where $S$ is the total number of states in all FSMs, and complexity . Clearly, the driving factors in the overall effort are $n$ and $SMC$. The number of modes per mode-class, $n$, is almost always small compared to the system size. This is because the main point of partitioning the state-space is to simplify it to a small number of sub-spaces – each is more abstract than the individual states. On the other hand, the $SMC$ value depends on the response time of SMT solvers, which is expected to be reasonably small given the efficiency of existing SMT tools such as CVC3 and Yices.

6.2 Case Studies

6.2.1 ESFAS

We continue the design of the ESFAS system [36] in this section and use it as a case study to validate our mode-based design and synthesis approach. We also provide a summary of applying our
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approach to the Steam Boiler case study [3]. The objective of these case studies is to demonstrate the potential of our approach in early requirements elaboration.

The ESFAS case study. The first specification step determines the mode-classes and their transition relation, forming the system’s mode-machines. We specified the \(MC^{pr}\) and \(MC^{sb}\) mode-classes along with their transition relations, depicted in Figure 4.5 (a). Next, we specified the scenarios within the scope of each mode. As an example, in Figure 4.5 (b), the internal FSMs within the modes of \(MM^{pr}\) have been converted from scenarios that are scoped by these modes.

Although, in theory, a mode-class can be any collection of predicates (as in Definition 2, Chapter 4) we purposefully specified the mode-classes that over-arch the system behavior from distinct aspects (which almost coincide with the mode-classes expressed in [36]). To this end, we found it a good design practice to minimize the variables involved in specifying each mode-class. If there are many system variables it is better to expand the specifications in breadth, more classes, rather than in depth, which would lead to more modes in the same class. This retains the simplicity which is important to this manual specification step, and avoids over-specifying a mode-class with details that should go in the scenarios themselves.

When we manually attempted the synthesis procedure in Algorithm 1 on the mode machines \(MC^{pr}\) and \(MC^{sb}\), we found it difficult to manually merge the modes graphically as in Figure 6.2 because, when modes intersect, the transitions from different modes complicate the transition diagrams. As an alternative, we followed the elaborate-then-merge technique (see Section 4.3).

Figure 6.3 shows the transitions elaboration for the individual machines. We independently elaborated the mode-transitions in \(MC^{pr}\) and \(MC^{sb}\), and manually checked the admissibility of the introduced transitions. The inadmissible transitions are shown in red. For example, the red-colored transition T1 in Figure 6.3 (b) is inadmissible because the safety can not be blocked (\(sb=on\)), while the safety signal is already active.

We also elaborated behaviors for the requirement “the ESFAS must automatically reset the safety blocking button”. An initial design decision to satisfy this requirement is defining a timer \(tr1\) to timeout the safety blocking. This resulted in adding the blue-colored transitions T6 and T7 in Figure 6.3 (b), and enhancing the FSMs in the modes \(M_1^{pr}\) and \(M_2^{pr}\) with similar transitions. However, when we introduced the transitions T2 and T3 in \(MC^{pr}\) (red-colored transitions in the upper side of Figure 6.3 (a)) we discovered the likely situation that, after the Operator blocks the safety to facilitate start-up, the pressure may rise to \(norm\) and come back to \(low\), in a time shorter than \(timeout\) (due to some physical error that requires safety activation). A good decision is to let the safety unblock when \(tr1=timeout\), or the pressure rises to \(norm\). To this end, the transition T2, T3 (Fig 4(a)) are
Figure 6.3: mode-machines in (a) $MM^{pr}$ and (b) $MM^{sb}$ are shown in dotted lines and their transition relations are elaborated to link the FSMs (solid lines). The red-color indicates the discovered prohibited transitions.
Moreover, it was ambiguous as to how to decide the initial mode in $MC^{sb}$. If we decided it must be $sb=on$, where the Operator must block the safety before the ESFAS is powered-on, the Operator may get distracted and forget to do. In this case, ESFAS will immediately activate the safety on powering the plant on, and this might have undesirable consequences. On the other hand, if we decided $sb=off$ initially, then there is no mechanism to tell the ESFAS to wait for the Operator to press $sb$, who again might get distracted. A reasonable solution is to define another timer $tr2$ to allow the Operator enough time to block the safety to facilitate smooth start-up. Another yet issue illustrated by Figure 6.3 (b) is the deadlock state in $M_{sb}^{1}$; this requires more elaboration of the scoped scenario to decide “what the system should do if the safety is activated,” particularly in case where Operator has missed pressing $sb$ during cool-down to prevent unneeded safety activation. A final elaboration we could do is related to the red-colored T4 and T5 in Figure 6.3 (a). These transitions mean that the ESFAS can automatically block the safety, which is dangerous for the plant.

Note that the elaboration we achieved here has not been compared to existing approaches. We believe this would need a separate empirical study.

## 6.3 Related Work

A wide range of techniques have been proposed to automate the construction of behavioral models from partial specifications. To the best of our knowledge, no prior approach addresses the structuring of contexts in partial specifications in terms of coverage of behavior space and preventing inter-contexts traversing. However, the extraction of contextual information from a given unstructured specifications is often done [94, 129]. Below we summarize related work, classified by different aspects of this research area.

**On modes.** In the computing literature, there are two fundamentally different uses of the term “mode”: Modal Logic [30] and Hybrid Systems [93, 139]. The former is used to express the so-called necessity and possibility used in multi-valued logic. This use of the term “modes” is not related to the work presented here. The latter usage of ‘modes’ is to characterize different behaviors of a hybrid system. For example, a hybrid system exhibits different behaviors and each is characterized by differential equations. These behaviors are called system modes. The notion of mode that we use in this thesis is based on the ideas in [7] and has its origins in the theory of hybrid systems. Maraninchi and Remond [95] extended the synchronous language LUSTER with a mode construct which is, essentially, a discrete version of the Hybrid Automata. Another example in the Software Architecture
community, includes the use of modes in AADL \[43\], an Architecture Description Language, where a component behavior is mapped to a set of modes. Hirsch et al. \[65\] used modes to identify different structural topologies of components in a software architecture model. A few existing approaches attempted to formalize mode-based specifications techniques. Modechart by Jahanian and Mok \[75\] is a specification language based on RTL logic, however, they do not differentiate between a mode and a state, and they do not use the notion of mode-classes. Paynter \[112\] identified four possible ways to adopt modes in describing system behavior. Paynter adopted the non-exclusive option for describing modes (i.e. modes are not disjoint) to avoid proving of invalid properties (§2 in \[112\]). However, we believe that the option of disjoint modes combined with several mode-classes avoids these issues and also promotes the fundamental concepts of separation of concerns. Moreover, having several mode-classes for the same system allows a state to belong to several modes (but with each mode in a different mode-class) and achieves the same purpose as the non-exclusion option, adopted in \[112\].

**On Synthesis from partial specifications.** A common direction for addressing partiality is to enrich the machines, independently-generated from scenarios, with possible behaviors and delay refinement decisions until the merging phase. Uchitel et al. \[136\] (and improved upon in \[134\]) use special logic to capture the possible behaviors. Another range of techniques \[6, 37, 94\] infer behaviors from given specifications. A common denominator of these approaches is the use of bare scenarios without a structuring framework. This distracts the synthesis process from generating correct and structured models and focus on issues related to partiality itself. We consider partiality as a symptom of the main problem: the lack of a framework within which the partial specifications are described. This helped to relax the constraining assumption of that scenario must start at initial state, and to avoid the difficulties in finding a common refinement \[133\].

**On combining different types of specifications.** Sun and Dong \[129\] combine Live Sequence Charts, LSC, with Z specifications. They use predicate abstraction techniques to find predicates in LSCs. Although they extract abstract state-information, the extracted information does not guarantee scoping (coverage) of state-space as we do with mode-classes. Also, the mode-classes help designers to structure the specifications, and to provide feedback about the underspecified aspects of scenarios, and hence help in the earlier elicitation of requirements.

**On the use of richer forms of scenarios.** Other approaches accept more expressive forms of scenario than an SD as input. Uchitel et al. \[137\] synthesize behavioral models from Message Sequence Charts to detect implied scenarios. Whittle and Jayaraman \[145\] use the recent Interactions Overview Diagrams (IOD) in UML 2.0 \[103\] to generate Statechart-based designs. Though specified at a higher-level, these forms of scenario specification express control-flow information between basic
scenarios – an even more operational view of the system, with some control information, similar to that of flow-charts. The higher-level features in such specifications do not address coverage of the behavior space nor address structuring of contexts. Our approach is distinct by modularizing the specifications in the state-space, rather than relating them in a flowcharting structure. Although we assumed a simple form of scenarios in this thesis, more expressive forms can be also used as long as they are convertible to FSMs.

On automation. Many of the related approaches assume designers’ involvement at some stage in the synthesis process. In Mäkinen and Systä[94], their MAS tool generates component-level behavior. Based on grammatical inference, MAS asks the designer trace questions in order to avoid undesirable generalizations. Trace questions may be quite hard for designers to understand if they are applied to system-level behavior. The same applies in Damas et al. [37], where the designer is presented with a whole scenario and to classify it as positive or negative. A related assumption about designer-involvement is also made in other inductive-learning approaches, such as [6]. When involving the designer, the key point is not to present too much information to be comprehended. In our approach, we involve the designer when a new mode, satisfying the constraints, is created. The new mode will be a conjunction of user-specified modes and will be intuitive enough to be comprehended. Also we involve the designer when a new (satisfying) transition is elaborated. The designer must examine these transitions that probably violate an important property yet to be specified (as we showed in the ESFAS case study). This adds to the designer’s knowledge of the system behavior and allows incremental exploration of the state-space.

6.4 Conclusions

We have presented a design approach for behavior modeling and elaboration from partial requirements, accompanied with a novel synthesis technique to systematically merge partial specifications into an integrated system model. We formulated a mode-based behavior modeling framework as a direct interpretation of Parnas’s ideas of mode-classes. We employed this framework to ameliorate the partiality issues in early requirements, at the outset. We augmented the scenarios with mode-based specifications so as to structure them and relate them in the system state-space. We detailed an algorithm that accepts as input structured scenario specifications and synthesizes an overall system model exhibiting the behaviors of the individual scenarios.

We suggest that our approach can be applied to other partial specifications, such as goals and properties. More generally, we envision mode-based design to be used as a design methodology similar
to Statecharts, without confusing the higher-level states with modes.

We plan to provide tooling support to allow scalability of our approach to real world applications. We plan to use existing reasoning tools, such as PVS, to check the consistency of specifications [121], and Satisfiability Module Theory solvers to automatically check when a new mode or transition is violating the system constraints. We also plan to have an interactive presentation for the designer showing the successive merge of machines and elaboration of transitions, allowing the designer to extend the system constraints based on the newly elaborated behaviors.
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Summary and Outlook

In the introduction to this thesis we have set out to research a methodical approach to synthesize an analyzable system model from input requirements specifications. We envisioned the outcome of this research helping to minimize the manual development effort of building such design models. Our approach contributes a new method of structuring requirements specifications that are given in the form of scenarios, plus a novel algorithm to synthesize automata-based models. This research work builds on and contributes to the existing research in the area of design models synthesis. In this concluding chapter we first recap the important assumptions, research targets and accomplishments that we have achieved during this research and reported in this thesis. Second we provide an outlook for the foreseen future of the research work in this thesis, in particular, and of design models synthesis research areas, in general.

7.1 Summary

In this section we summarize the contributions and accomplishment we achieved in this thesis, and where necessary we recap the assumptions and decisions we have made to develop our work, along with any known limitations.

7.1.1 Synthesis-friendly specifications:

To focus our research within this thesis, we decided to use scenario-based specifications (c.f., 25, 27, 28, 72, 103, 123) as input to our synthesis method. The basic motivation was the intuitiveness of scenarios visual tools for engineers in communicating ideas and requirements, which
accounts for their wide use in industry. We envisioned this would facilitate the applicability of our approach in real industry cases. However, we believe our approach is applicable to other requirements specification forms too, and we emphasized this by decoupling both our proposed method (i.e., scenario structuring, in Chapter 4 and 5) and synthesis algorithm (Chapter 6) from the particular forms or constructs of scenarios – we will return to this point again shortly.

Due to the large number of research proposals in scenario-based specification, that covers various syntactical constructs and forms of scenarios, we had to select a subset of these constructs so that those constructs would be suitable for consumption by the synthesis process. To this end, we dedicated Chapter 2 to an analysis of a range of forms and constructs of scenario specifications. We surveyed representative approaches from each category of scenarios dialects, and we focused on those approaches with the widest use in research and industry. We used a specific criterion for this analysis and we considered every possible construct from the approaches surveyed. The criterion was based on how far a scenario construct is amenable as input to synthesis. Briefly, our conclusion was that:

1. Most scenario-based specification methods focus on programming-like constructs (e.g. decisions constructs, loop constructs, etc.),

2. Only basic constructs might be useful for processing by synthesis algorithms (e.g. Message Ordering and Environment Frame in MSC [69]).

Accordingly, we decided to use basic scenarios that are short and clear enough (i.e., no clumsy constructs) for human consumption, and we employed only the constructs (per the analysis in Chapter 2) that would facilitate the synthesis process.

7.1.2 Modes:

While simplifying the scenario form we used in our work (as discussed above), we were conscious too of the fact that such a simple form of scenarios, with only basic constructs, might not be suitable for larger scale systems. In such systems we would need too many scenarios to specify the requirements. For this reason, and others mentioned below, we identified the need for techniques or frameworks to deal with compound scenario specifications and this was one of the major challenges we faced in this thesis. To this end we proposed another approach based on modes (see Chapter 4 for detail) to “organize” multiple scenarios together in more compound forms. The motivation was manifold:

1. First, synthesizing an integrated system model from scenarios has encountered problems. During our survey and gap-analysis of existing synthesis approaches (Chapter 3) we noticed reports of difficulties in finding a common refinement model between multiple sub-models independently
generated from scenarios \cite{133, 134}. We tied the problem to the specification stage where the requirements are given, typically, as a set of scattered scenarios.

2. Second, a scenario is inherently not concise. Even though a scenario is a simple artefact, capturing the requirements in scenario-based specifications becomes a tedious task for non-trivial systems, e.g. reactive systems. The scenario’s sequence flow could get very long as there is nothing to guide the specifier when to stop a sequence (nor when to start it). Looking at the state-of-the-art (see Chapter 5) there is no existing conceptual model to guide the specification of scenarios.

3. Third, a scenario is a partial artefact. Scattered scenarios increase the likelihood of partiality in specifications. In our survey of scenario-composition approaches (see Chapter 5) we discussed the common theme of these approaches that employ a flowchart-like structure to link scenarios together. The well known approaches, such as High Level MSC (HMSC \cite{72}) and Interactive Overview Diagrams (IOD \cite{103, 145}) use similar programmatic constructs such as loops and decision points branching. Flowcharts have already been proven to be too simplistic when used at higher levels of specification \cite{104, 105} and, as a consequence, they do not help to minimize the partiality problem.

4. Fourth, scenarios get complex very quickly in the presence of crosscutting concerns \cite{34, 53, 79, 144}. The flow of design work, typically followed by designers, is to use the (initial) textual description of the system’s behavior and start translate the text to an initial scenario. Typically, designers translate each part of the given textual requirements to a scenario, and they attempt to think of any other steps to add to the scenario until they run out of any more steps that would fit in that scenario. This will be repeated for all parts of the textual description. Next, designers start to think of “corner cases” and exceptions in the system’s behavior, and continue to add more scenarios for each case until they comprehend all possible cases come to mind.

5. Finally, there is no guarantee capturing most behaviors of the system; hidden behavior cases could be easily overlooked. Leaving too many hidden behaviors maximizes partiality in the specifications, which is why scenarios are infamous for causing this problem.

For all these genuine reasons, we worked for a conceptual framework to help capture requirements scenarios in a structured manner. We formulated this conceptual framework in Chapter 4, based on the classic notions of modes and mode-classes (c.f., \cite{7, 36}). We used the basic foundations of theoretic
state-based automata and predicate logic concepts to define a formal model on this framework. We used a standard transition system to represent a mode-class, and we called this transition system a Mode-Machine (see Chapter 4 for detail).

Ultimately, the framework employs the (system’s) state variables to structure the (system’s) behavior space into “contexts”. The notion of context, as we use it here, is simply a set of conditions, such that any behavior defined within this context must satisfy those conditions. Formally speaking, the designers can predicate directly on the state variables to define these contexts. The contexts are represented formally as a set of modes grouped in multiple (possibly overlapping) groups called mode-classes, such that each context (i.e., mode) is characterized by a predicate. We refer the reader to Chapter 4 for the details of the formulation of this framework.

7.1.3 State variables:

Our mode-based approach to structure scenarios assumes the provision of predefined state variables of the system under development. However, we were conscious of the fact that this assumption is not universally true. For example, in some systems, the domain experts can only speak about (expected) system behavior in terms of responses to events, rather than in terms of sequences of transitions between states. So we decided to improve our approach by keeping it rounded and self-contained.

To this end, we analyzed in Chapter 4 possible techniques to identify state variables from raw descriptions. We provided an analogy with the classic Object Oriented analysis method (OOAD [103]) and applied this practically in the case studies in Chapter 5.

7.1.4 State-based versus Event-based automata:

Deciding between state-based versus even-based automata models was also one of the choices we have made in this thesis. First, this was coincident with our dependency on state variables as an ingredient in our approach. Second, we have noticed most synthesis approaches we surveyed (in Chapter 3) were assuming event-based automata, and we decided to complement these approaches with our state-based one. Finally, our approach mainly targets reactive systems where environment variables are pervasive in the raw description of system behavior.
7.1.5 **Distinguished types of Behaviors:**

In Chapter 5 we have devised a methodical procedure to help designers use our approach to structure scenario-based specifications. In this procedure, we distinguished between two types of behaviors; the behavior specified as mode-machines and the behavior specified as scenarios. To allow this, we defined the notions *Modal Behavior* (to refer to behaviors defined as mode-machines) and *Operational Behavior* (to refer to behavior defined as scenarios). We applied this method on two well known case studies: the Steam Boiler Controller and the Mine Pump Controller. Our results show that the method allowed us to uncover implicit behaviors unheard-of in the original specifications, and to identify ambiguities in the given textual description.

7.1.6 **Dealing with Complexity:**

The idea of *mode* draws from classic concepts in hybrid systems theory, where a system behavior involves discrete and analog components. The complexity in hybrid systems comes originally from these irregularities in the overall (continuous) behavior. Modern hybrid systems are even more complex, such that system behavior might be completely different from one mode to another. Because traditional mathematical modeling (i.e., differential calculus) of continuous systems is not suitable for dealing with these radical change in behavior, introducing a discrete component (i.e., the transition system between hybrid behaviors) into the behavior model of these systems has greatly simplified the analysis of behavior – under the assumption that the system switches between these behaviors instantaneously (which is the same assumption underlying our digital systems).

Having this in mind, the idea of *mode-classes* is intended to simplify the complexity of crosscutting concerns in software systems, very much analogous to what discrete behavior has done to the complexities of hybrid systems. While the discrete behavior in hybrid systems has classified the irregular analog behavior into a set of regular analog behaviors, the *mode-classes* classify these modes further in a multi-dimensional way, such that each mode-class represents a *concern* in the system behavior.

7.1.7 **Synthesizing analyzable models:**

The second part of our development approach is the automation of the process of generating an analyzable design model from the captured specifications. This is achieved by synthesizing a standard state-based FSM that integrates all system behavior in a single model. We have formulated a refinement model of Mode Machines to allow the process of merging scenarios and assimilating them
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into the mode-machines. We have sketched an iterative process of requirements elicitation and design model generation, to illustrate how these two development tasks integrate together. We also proposed a novel synthesis algorithm to implement this process. The algorithms operates as follows: first, it translates scenarios into state machines, then it integrates these FSMs with their corresponding mode machines to result in a flat FSM from each mode-machine, and finally it merges those FSMs into a single FSM that represents the overall behavior of the system. The resulting FSM is amenable to standard verification techniques, such as Model Checking, and can also be fed in to off-the-shelf tools to generate an implementation in a programming language, like C++ or Java. We have applied this algorithm to the ESFAS case study to illustrate the concepts involved, such as merging of modes and transitions elaboration.

7.1.8 Research validation and results

Early in this research project, we identified a set of case studies that allow us to demonstrate our research work. We used the ESFAS case study [36] and the Mine Pump Controller case study (See Appendix A) and both of these case studies have been used in model synthesis research work (c.f., [6, 11, 140, 86, 90, 135, 136, 133]). We also studied the Steam Boiler Controller system [2, 48] that has been used extensively in formal specifications of reactive systems.

Our findings, obtained from analysis in Chapters 4, 5 and 6, gave us solid indicators of the feasibility of the research we have done and have positively answered our target research questions which we have set out in Chapter 1. As expected, we came across some limitations, summarized below.

First, we aimed initially for a wider class of systems where this research can be applied, but this was not possible. During our analysis of the case studies, we found that this research would justify its application to reactive control systems (which already covers a wide range of real world systems), where environment variables are pervasive in the raw specifications. For example, data-intensive applications do not involve modal behaviors, so there could be better specifications approaches to model buffer management behavior and data processing. However, there are other non-control systems that have much modal behaviors, (but not necessarily state-based) to which we have not yet explored the applicability of our approach. For example, complex GUI and HCI systems, such as aircraft cockpit interface. Another candidate class of systems that would benefit from further study is cyber-physical systems that have a huge potential in future computing systems. Another known limitation in our approach is the lack of tool support to allow direct use and analysis of its complexity. Due to the large scope of tooling support for our approach, we kept tools development to the next phase of advancing this research work.
In the next section, we will address the hypothesis and research questions we have set in the introduction to this thesis, and detail our findings and answers we reached in this thesis.

7.2 Research Findings

This section is a retrospective on the research questions and the hypotheses we set out in the research plan of this thesis. We recall in our hypotheses and discuss how we have attempted to answer their associated question. We conclude on the results by drawing from our findings in the previous chapters. Chapter 1 details these hypotheses, the questions associated to each hypothesis and the research plan.

7.2.1 Hypothesis 1: The provision of distinct contexts of the system allows us to scope and structure partial specifications, such as scenarios, and enables better coverage of the requirements

This hypothesis has conjectured that one way to minimize the partiality problem in scenario-based specifications is to define, as a pre-specification step, a set of contexts that act as overarching conditions under which scenarios are then specified. In the following points we conclude on our findings that support this hypothesis.

7.2.1.1 How can the specification-framework reduce partiality of requirements

We attempted to address this question in Chapters 4 and 5. Our analysis of the partiality problem is that it is a symptom of a more basic problem: lacking a design framework to guide and structure the specification task itself. Another symptom of this basic problem is the so-called implied behavior, and this problem already has been addressed in other work (c.f., [135]). This analysis has influenced our research solution such that we researched a structuring framework for scenario specification. More specifically, we proposed a design method that augments scenarios with an automata-based model based on the idea of modes [7, 36] which provided the structuring ingredient in our approach.

The conceptual framework we described in Chapter 4 provided a formal foundation and a methodical technique to specify automata-based models (i.e., mode-machines) that augment scenarios. A mode-class partitions the state-space into contexts (or modes). This, in turn, divides the problem of comprehending the whole design space of behaviors into a clear confined scopes, and within each of context we specify shorter and maintainable scenarios. So, it will be easier for designers to exhaust all
possible scenarios with each context, separately, and we foresaw this to enrich the density of specifications.

We evaluated this approach using two case studies in Chapter 5. For instance, in the Steam Boiler Controller, we showed a 'naive' attempt to draw scenarios directly from the given textual specifications, and compared them to their shorter and more maintainable version specified with the contexts of the Failure Modes mode-class.

We captured a number of inconsistencies and gaps in the given specifications, as detailed in Chapter 5, that shows the potential of our approach to uncover behaviors that may not provided in the initial specifications that are typically collected from system experts. This supports our hypothesis of the foreseen potential of contexts to improve coverage of requirements and hence reducing partiality.

7.2.1.2 How can this framework relate the fragmented requirements together so as to facilitate their integration during the synthesis process

In addition to partiality, another issue with scenario specifications is fragmented nature of scenarios. This issue has been addressed in a number of existing research work (discussed in Chapter 5). We argued that the existing body of research work is using a flowchart-like structure to relate fragmented scenarios together in one model. Also we argued that flowchart structures are not suitable at the early stages of development when requirements exploration is pivotal to write comprehensive specifications.

Our mode-based structuring approach relates scenarios together via automata transition relation. This is unlike the flowchart approach assumed in the existing work. More interestingly, we emphasize on the main features of scenarios such as being short, maintainable and execute within confined scopes, and these are the main reason why scenarios are intuitive and hence they got popular in industry. Even though these features will increase fragmentation in scenarios, our approach augments this fragmentation. More specifically, the transition relationship which naturally exists in mode-machines will connect the scenarios (from different modes) together. One more advantage in our approach is the separating between the inter-scenario logic (which we refer to as Modal Behavior in Chapter 5) and the scenario flow (Operational Behavior) itself.

The Mine Pump Controller (MPC) case study (see Chapter 5) has demonstrated this technique. Applying our approach to specify the MPC requirements has resulted in many short Operational Behaviors modeled as scenarios. That was not a problem as we could systematically relate these scenarios together by their associated mode-machines.

The initial results we obtained and explained in Chapter 5 supports the claims in Hypothesis 1,
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and we could see potential of the provision contexts to minimize partiality and fragmentation.

Although we have not studied in this thesis the potential of this method to minimize other problems
such as the emergence of implied behavior [135], we expect that contexts will offer a similar
improvement as with partiality and fragmentation – given that all these problems in specifications are,
in our opinion, symptoms of lacking a structuring framework.

7.2.2 Hypothesis 2: Structuring the partial requirements specifications
would result in a more adequate input to synthesis techniques so as
to avoid known issues in existing synthesis techniques.

In this hypothesis we have foreseen that the more structured the specifications are the more
improved the synthesis process will be. We have specified two aspects of improvements: first, minimize
the probability of lacking a cohesive model supposed to be built from the fragmented scenario
specifications, and second, avoid the constraining assumptions about the input and/or the output
specifications in the synthesis process. We will address each of these assumptions in the following
discussion.

7.2.2.1 To what extent can the synthesis process guarantee the existence of a cohesive
and integrated output model

The problem of generating non-cohesive output model (c.f., [133]) is that the input scenario
include contradicting specifications. For example, if two separate scenarios include contradicting
constructs (such as a scenario step or a condition) will prohibit the generation of a single model of the
system.

There are a number of approaches (c.f., [33]) that could be used to code scenarios in formal
models, such that they can be checked mechanically by software tools (such as Theorem Provers) to
discover the contradictions and inconsistencies in the specifications. This process, however, is likely to
be intractable for real world applications with several scenarios, in addition to the tedious task of
coding scenarios themselves in those formal models. So, obviously, the best way to tackle this problem
is to help preventing the contradicting specifications, or discover the contradiction before the synthesis
process. We found that this preventive step is ideally done during the writing of the scenario
specifications. Of course, the remit is on how this can be done.

In our mode-based approach to structure scenarios, the separation of concerns (or mode-classes)
and the partitioning of each concern into contexts (i.e., modes in the same mode-class) are two
successive steps towards preventing the introduction of such contradictions in the scenarios. In our experience from the case studies in Chapter 5, we noticed that expressing actions or conditions without a context could be possible resulting in contradiction in the specification. Intuitively, a typical system may have two opposite actions that run under different conditions. The possible failure to synthesize a Common Refinement Model (i.e., an overall integrated model) in [133] has been corrected by going back to the input specifications and add a condition or adjust the scenario specifications. In our approach, we prevent this to happen by separating the Modal Behavior from the Operational Behavior (Chapter 4).

To conclude, the preventive approach we have taken in writing structured specifications has paid off later during the synthesis process and has avoid contradictions that could arise during the specification task itself. In the example systems we studies in Chapter 5, we have found some ambiguities in the specifications of the SBC system and discovered it during the writing of the scenarios. In the example systems ESFAS we studied in Chapter 6, we have not encountered a situation where we could not integrate two mode-machines due to a contradiction, and if there were an issue it would have been discovered in the specification stage as has been done in Chapter 5.

7.2.2.2 What assumptions are necessary for the synthesis process, and how

There are three categories of assumptions in the synthesis process. First, assumptions on the type and form of input specifications. A prominent example of these assumptions is that a scenario starts from an initial state of the system. The second category is related to the output model, such as a specific dialect of formalism. The third category of assumptions is related to the processing steps synthesis process, such as the manual intervention to resolve emerging ambiguities during the synthesis.

Our findings are that these assumptions, such as constraining a scenario to start from initial state of the system, are not necessary for the synthesis process and that they are serving to a specific synthesis approach rather than being an essential requirement or the general synthesis. There are however unavoidable assumptions such as those related to the manual intervention, but they are not constraining the specifications form of technique.

Our experience with the case studies in Chapter 5, supports this finding as we have not put any assumptions or constraints on the form of scenario as long as it is convertible to a standard state machine. Also, we used a standard state machine to represent the output models, without any assumptions about dialects of the output model (e.g., Statechart as in [115] or MTS in [83, 133]).
7.3 Outlook

The work in this thesis actually establishes a set of directions for future advancement. In the following discussion we highlight these directions and provide outlook vision of the prospect work in each.

Mode Machines semantics We assumed in this thesis that the mode-machines are flat and there is no concept of 'supermode' as with the case of superstate in hierarchical-state models such as Statemate. This is because of the many confusions arose from the concepts associated with these hierarchical-state models (e.g. a system can exist in two states at the same time, and an event can cross superstate boundaries, etc.)

The idea of hierarchical machines is itself a good idea to build concise models. So a candidate future work is to formalize semantics for mode machines models that would avoid the confusions found in existing hierarchical models.

Applying the approach to other partial specifications Although scenario-based specification type is most the popular, there are several other types of specifications that are emerging in the software engineering literature, such as Goals and properties. We plan to apply our approach these types too, and conclude with the common characteristics that would allows us to defined a unified method applicable (or customizable) to the different types of specifications.

Tool support One interesting direction to advance the research work in this thesis is to provide tooling of the methods described here. As a future work we plan to develop a tool to help in describing and analyzing the modal behavior modes and incrementally refine this behavior by lower-level specifications such as scenarios. We also plan to integrate this tool in one of the existing Satisfiability Modulo Theory SMT solvers such as Yice and CVC3 to be allows for in-process analysis and verification of the captured models, as well as helping to implement the relevant steps steps in our synthesis algorithm.
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