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Abstract

The rapid adoption of electric vehicles (EVs) and the evolving needs of portable electronic devices has intensified the need for enhanced state diagnosis of Li-ion batteries (LIBs). As the applications for LIBs continue to grow, so too does their operational requirements; ranging from faster charging and improved safety to optimized energy control and extended lifespan. In order to keep pace with the growing requirements of LIBs, improvements in the monitoring of battery states must be achieved. Although electrochemical impedance spectroscopy (EIS) has existed since the 1960’s, its potential as a diagnosis tool has only received widespread attention in recent years. In this paper, a detailed review on the applicability of impedance measurements for the estimation of the vital battery parameters of state of charge (SOC), state of health (SOH) and internal temperature (IT) has been performed.

1. Introduction

The management of Li-ion batteries (LIBs) is of the upmost importance for the safety, efficiency and expected lifespan of these energy storage systems. [1] The ability to accurately estimate vital battery states is a key requirement for advanced battery monitoring. Credible estimates of state of charge (SOC), state of health (SOH) and internal temperature (IT) are...
essential for efficient charging, health monitoring and thermal management of LIBs. Due to their long lifespan and high energy density, LIBs are now the most widely used energy storage technology for portable electronic devices.[2, 3] However, clear challenges remain in the controlling and monitoring of the important battery states of SOC, SOH and IT. Consequences of poor battery management include rapid degradation of cell performance, decreased lifespan and possibly even a fire or explosive event. As such, the importance of operating a LIB within its safe operating window is paramount, which is characterised by a battery’s voltage, temperature and current.[2] Furthermore, the increasing adoption of EVs and integration of batteries into the electricity grid for stationary energy storage will require an improved monitoring capability to prolong their usable lifespan as well as ensuring their safe and optimal operation.[4] A key factor in recognising when a battery starts to degrade or operate inefficiently is the battery management system (BMS), which continuously monitors the battery’s current state.

Although LIBs have seen advancements in battery technology, issues regarding their monitoring and regulation remain. Unfortunately, BMS developments have not advanced at the same pace seen with the enormous improvements of Li-ion technology, hindered by difficulties regarding battery modelling, battery state estimation and cell balancing.[5] Owing to the complicated electrochemical nature of LIBs, sensing of only voltage, current and surface temperature cannot result in highly accurate estimates of SOC, SOH or IT. LIBs are highly susceptible to internal and external operating conditions such as changes in temperature, charging / discharging current and voltage window and so special attention must be paid to LIBs and the BMS to ensure they achieve a long operating life.

Research in the implementation of impedance-based state estimation has been ongoing for many years with much research aiming to establish a relationship between impedance and the SOC, SOH and IT. [6-12] EIS is a well-understood battery characterisation method that has been used for several decades in the monitoring and understanding of internal electrochemical processes, with tests on batteries dating back to 1963.[13] Advantages of EIS include its non-destructive nature, the insight it provides into internal degradation processes and its tolerance to integrator drift, thus, it has widely been applied for characterising and modelling the behaviour of batteries.[14-18] EIS can be used to develop dynamic battery models whose parameters correlate to the electrochemical processes that
occur within a battery e.g. charge-transfer resistance, diffusion etc. [19] Existing studies have demonstrated an intrinsic relationship between battery impedance and SOH, SOC and IT. [10-12, 20-32] Many studies have used different frequency ranges and EIS elements to estimate the battery states, with no overall consensus existing on which frequencies or elements give the best estimates. The majority of studies have been laboratory based and performed on small capacity LIBs with few field experiments. [8, 33] To date, the practical implementation of an impedance capable device on portable electronics has been limited by the cost, power inefficiency and complicated nature of the equipment. However, recent advancements in electronic technology has made chip-scale impedance sensing a viability, igniting a newfound interest in impedance for battery monitoring. [8, 33-37]

This paper intends to provide a wide-ranging review of the existing literature on the use of impedance for the estimation of SOC, SOH and IT. In-depth analysis of the estimation model, part of impedance utilised, battery chemistry and accuracy of each model has been performed. At time of writing, no other review exists that discusses impedance based battery state estimation for SOC, SOH and IT to this degree in one paper. A considerable number of studies exist for each, with the exception of fault detection, which has not until recently received adequate attention. It must be noted that this review only addresses published data regarding EIS for secondary or rechargeable LIB state estimation. The first part of this paper discusses the design and role of the BMS in battery-powered systems, the principle behind the functioning of EIS and how useful information can be extracted from the impedance spectra of LIBs. Next, the practical implementation of an EIS capable device in real-world applications is explored with focus on cost, power consumption and measurement quality. This is followed by an investigation into the use of equivalent circuit models (ECMs) and specific single or multiple frequency’s that show high sensitivity to particular battery states. The final part of this review focuses on an in-depth analysis of the application of EIS for estimation of SOC, SOH and IT. Current approaches used for SOH, SOC and IT battery estimation are also explored. The volume of published literature in reputable journals in recent years regarding EIS gives strength to the notion that it is a valuable tool for estimating the states of a battery (Fig. 1). In the last 10 years there has been a three-fold increase in total publications for EIS based state estimation. This breaks down to an increase of 13.5x for temperature, 4.8x for SOH and 2.2x for SOC.
Fig. 1. Number of publications by year that use impedance in the calculation of battery SOH, SOC and IT determined via Web of Science using search words ‘Impedance’, ‘Battery’ and ‘SOH / SOC / Temperature’.

2. Battery Management System

LIBs require the use of a BMS to monitor their current state, guarantee they are cycled within strict safety limits and ensure the optimal use of their available capacity.[38, 39]. This is particularly true for the large battery packs in EVs, which is generally comprised of hundreds of cells in various series-parallel connections in order to meet the voltage requirements of the vehicle.[40] Special attention is required to ensure each battery is effectively managed and controlled by the BMS. This makes the BMS requirements in an EV much more complicated than those for portable electronic devices, which typically contain a single cell. Continual characterization of the batteries present state ensures the maximum extension of battery life as well as ensuring it is operated within safe cycling limits.[5, 38, 39] SOH, SOC and IT are the most important states that a BMS calculates but a BMS also controls battery identification and cell balancing.[20, 41-47] Based on these requirements, the BMS has evolved from a rudimentary monitoring unit to an intelligent device that monitors, calculates and determines what the battery should do given its current state. An effective battery model is a prerequisite for effective battery state monitoring, thermal management, fault detection and
charge/discharge control.[48] As the internal battery states of SOC, SOH and IT cannot be measured directly, accurate estimation methods need to be used. The charge and discharge procedure of a battery is particularly important to the BMS due to the impact it can have on the operational safety and system requirements of a LIB. A BMS must employ an intelligent charging and discharging strategy that will protect the battery against damage, limit large changes in temperature and ensure optimal energy usage.[49] This is particularly important for EVs where fast charging is the norm. A slow charge will extend the time the EV is unavailable for usage, whereas a fast charge may adversely affect the current condition of the battery causing premature ageing. Charging and discharging procedures also vary depending on the current battery temperature. In comparison to other battery chemistries, Li-ion batteries have stable long-term performance but are more susceptible to damage when operated at high or low temperatures. Incorrect operation at extreme high or low temperatures will increase the rate of degradation in the battery dramatically.[50, 51]

Traditionally, battery states have been calculated by monitoring the voltage, current and surface temperature (VIT) of the battery using onboard sensors and then applying a model for estimation.[2] The battery model utilises measurements from each variable to achieve an estimate of its current state. Once the thermal and electric behaviour of the battery has been captured, the charging and discharging procedures can be optimised using a specially designed algorithm. If an abnormal situation is detected during operation, the alarm module of the BMS will work to eliminate this issue. In many applications, due to the inaccuracy associated with battery state estimation, overdesigning the battery pack with an increased capacity is often done in order to ensure the rated capacity lies within the SOC margin of error and to place conservative limits on operational temperature and battery health.[34, 52] For example, a 2.8 Ah rated Li-ion battery may be able to safely store 3 Ah worth of charge however, due to the inaccuracy associated with SOC estimation (typically 5 %) the battery’s total capacity is limited to 2.8 Ah to ensure the battery never overcharges or over-discharges.

A BMS is a computer system that uses sensors, actuators and analytical models to perform tasks such as monitoring charging and discharging cycles, communication, storing data, cell balancing, thermal management, estimating the systems SOC and SOH and measuring the voltage, current and temperature.[49] The real-time collection of data is used to ensure system is operated safely and determine the current state of the battery. The
battery state is then used to determine the charging and discharging procedure among the cells and is further sent to the user via the interface. If any of these parameters exceed their limits, the BMS generates an alarm or stops the current flow in or out of the battery. The BMS is only a small fraction of the overall cost of the battery but guarantees its lifetime. Three of the major monitoring issues of existing BMSs have been SOC estimation, SOH estimation and thermal regulation. Overall, an effective BMS should include and perform these operations:[5]

- Communication with batteries
- Safety protection and fault detection
- Control the charge and discharge procedure
- Capacity balancing of cells
- Thermal management
- Predict the current state of the battery

A BMS architecture can be split into two fundamental sections which are discussed below (Fig. 2):

**Hardware:** The hardware includes sensors that monitor the voltage, current and surface temperature of the battery. A surface thermocouple or thermistor are commonly used for temperature estimation. All these measurements must be acquired simultaneously to ensure a reliable updating of battery models. The timestamp of each measurement must be identical to ensure all data is synced. Additionally, a high sampling rate is required to guarantee the fast-changing kinetics of the battery system can be monitored.[53] Recent advancements in wireless communications has increased the volume of data that can be communicated between the charger and battery. EIS has been proposed as a potential new addition to the hardware architecture to monitor cell impedance.

**Software:** The software of a BMS can be thought of as the ‘brain’ of the system as it monitors all data acquired from the hardware, controls internal communication between different hardware blocks, manages battery protection and estimates important battery state parameters such as SOC, SOH and temperature.[44] In a battery pack, the software is also responsible for cell balancing and updating all battery functions. Cell balancing ensures the
SOC value of all batteries are as close as possible to prevent any overcharging or over-discharging. The user of the battery-powered device will receive information about the current state of the battery via a user interface.

![Diagram showing the parameters controlled by the hardware and software sections in a BMS.][44]

3. **Electrochemical Impedance Spectroscopy**

EIS is used to characterise the changing behaviour of a battery in response to an injected signal of a small amplitude.[54-56] In theory, any excitation signal can be used however, in practice, a sine wave is the most common.[57] Impedance is obtained by applying a superimposed sinusoidal excitation, at a specific frequency $f$, and measuring the response from the battery, which is based on the battery impedance. The excitation signal can be current or voltage based although the potentiostatic approach is less common in battery applications.[17] In galvanostatic mode, a sinusoidal current is superimposed on the battery’s d.c. current (I) yielding the following equation:[20]

---

1 Reprinted from Energies, Vol. 4 /11, Yinjiao Xing, Eden W. M. Ma, Kwok L. Tsui & Michael Pecht, Battery Management Systems in Electric and Hybrid Vehicles/Electric and Hybrid Vehicles, 1840-1857, Copyright (2011), with permission from MDPI.
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\[ \Delta I = I_{\text{max}} \sin(2\pi ft) \]  

(1)

The voltage response from the excitation signal can then be measured:

\[ \Delta V = V_{\text{max}} \sin(2\pi ft + \phi) \]

(2)

where the amplitude of the voltage response \( V_{\text{max}} \) and the phase \( \phi \) are determined by the particular frequency. In potentiostatic mode, the opposite occurs where a sinusoidal voltage is superimposed on the battery’s d.c. voltage (V):[20] Likewise, the amplitude of the current response \( I_{\text{max}} \) and the phase \( \phi \) are determined by the frequency. The impedance for both galvanostatic and potentiostatic methods is defined by:[20]

\[ Z(f) = \frac{V_{\text{max}}}{I_{\text{max}}} e^{j\phi} \]

(3)

EIS gives an accurate impedance measurement over a wide band of frequencies, thus providing an in-depth characterisation method for the analysis of battery behaviour. The electrochemical impedance is given as a complex number, comprised of real and imaginary parts.[20] EIS is usually performed while the cell is in open-circuit and not during charging or discharging. The impedance is dependent on the frequency used, the magnitude of perturbation from the voltage and current and the phase shift between waves as well as other parameters such as battery SOC, SOH and IT [58]. Impedance measurements must be performed under pseudo-linear conditions. To ensure this, the voltage amplitude must not exceed approximately 10 mV.[59] Under pseudo-linear conditions, Ohms law can be applied. In a pseudo-linear system, a sinusoidal perturbation input produces a sinusoidal output at the exact same frequency, but the phase and amplitude are shifted [20, 60]. This condition can easily be achieved in potentiostatic mode where a voltage amplitude can be set by the equipment.[20] In galvanostatic mode, the current amplitude must be set so the resultant voltage response is or is close to 10 mV.
4. Impedance Spectra

An impedance spectrum is formed as the different perturbation frequencies give different responses. Impedance spectra can be viewed in a Bode plot or more commonly in a Nyquist plot. The horizontal x-axis of a Nyquist plot represents the real impedance, donated by $Z'$, while the vertical y-axis represents the imaginary impedance and is donated by $Z''$.\[61\] Frequency is not given but it is assumed to be highest on the left and decreases as the plot moves to the right. A Nyquist plot is frequently used in battery research due to the useful information that can be obtained [62]. The characteristic shape of a Nyquist plot is presented in Fig. 3a with five distinct sections, each relating to a particular kinetic process.\[63\]

1. **Induction:** At high frequencies, induction is caused by metallic parts present in the battery and the wires used to perform the AC measurement.\[63\] Inductance is observed in the kilohertz range and only contains an imaginary impedance. Inductance is also caused by the porosity of the electrodes and the physical inductance of the test wires (44).

2. **Ohmic resistance:** Ohmic resistance ($R_o$) is represented by the intersection of the spectra with the real or x-axis. It the total resistance of the electrolyte, active material, current collector and separator. As a resistor does not have a phase dependency, there will be no imaginary impedance and it will appear as a single point on the x-axis. It is predominantly composed of the resistance of the electrolyte but is also affected by the electrode metals, electrode leads, terminals and the resistance between contact points [64]. Decomposition of the electrolyte has a significant impact on the impedance of a battery. Loss of electrolyte happens over time due to reactions with the electrodes. This loss increases electrolyte resistance by the reduction of Li-ion mobility. As such, an increase in $R_o$ is accompanied by a decrease in conductivity.

3. **Semi-circle (high frequency):** This semicircle shape is related to the solid electrolyte interface (SEI) that forms on the surface of the anode during cycling through the decomposition of the electrolyte at high voltages. The product of this reaction forms a layer of organic and inorganic substances on the surface of the electrode.\[65\] This layer contains lithium, therefore SEI growth results in the loss of cyclable lithium, reducing the cell capacity. The SEI prevents the electrolyte coming into direct contact with the active material so once the SEI layer has formed, electrolyte is prevented...
from reaching the electrode surface, suppressing further growth. An additional effect of SEI formation is the increase of cell internal resistance, as the SEI layer impedes lithium intercalation.

4. **Semi-circle (low frequency):** The low frequency semicircle characterizes the double layer capacitance ($C_{dl}$) and charge-transfer resistances ($R_{ct}$) present at the interface between the battery electrodes and electrolyte. The double layer effect occurs at this interface as ions adsorb onto the surface of the electrode. [66] It is composed of two parallel layers of opposite charges encompassing the electrode. When voltage is applied to the electrode, two layers of polarized ions are formed. The first layer originates from the surface of the electrode. The second layer has an opposite polarity and originates from the electrolyte. These layers are separated by a single layer of solvent molecules. This solvent layer behaves like a dielectric in a capacitor. [67] As such, it is modelled as a capacitor. Charge transfer resistance involves the movement of electrons from one phase to another i.e. electrode (solid) to the electrolyte (liquid). When direct current is transferred across the electrode – electrolyte interface, some resistance is encountered. This transfer of electrons occurs at a certain speed and is dependent on temperature, potential and concentration of reactants. A charge boundary of opposing polarity is formed at the electrode surface and electrolyte. These processes are described by a parallel connection of a resistor with a capacitor or a constant phase element (CPE).

5. **Diffusion:** Warburg diffusion characterizes the diffusion processes within the battery and appears as a straight line usually at an approximate 45° angle. [68] There is no common circuit element that can model Warburg impedance. As such, a CPE donated ‘W’ is used. Warburg impedance is represented by a diagonal line that has a slope of approximately 45° on a Nyquist plot. On a Bode plot, a phase shift of 0.5 can be observed.
Fig. 3. Schematic showing a) the impedance response of a typical LIB in a Nyquist plot, b) the accompanying equivalent circuit model and c) Sectional diagram of a Li-ion battery with physical phenomena.

The EIS spectra of a LIB consists of three parts: high-frequency, mid-frequency and low frequency regions. It must be noted that it is often not possible to differentiate the high and low frequency semicircles from one another. Positive imaginary impedances correspond to the inductive nature of the cell interconnections. Negative imaginary impedances relate to a number of factors such as the capacitive phenomena that the electrolyte / electrodes
interface and charge transfer resistances.[26] Data is usually interpreted through the modelling and fitting of the impedance data with an ECM. Each component in an ECM mimics an electrochemical process occurring inside the battery (Fig. 3b).[69] ECMs use resistors and capacitors to model the behaviour of batteries during charge and discharge.[60] They are widely used due to the simplicity in which they can be implemented, the low number of parameters required and the computational ease in which they operate. [61, 62] ECMs can be divided into first order, second order and third order models, depending on the number of RC networks.[63] For example, a first order model contains only one RC network, a second order model two parallel RC networks and a third order model three parallel RC networks. The number of RC networks can be increased to enhance accuracy at the expense of time and computational power.[59, 64, 65] The most basic ECM, known as a Randel or Thevenin model, consists of only one RC network. A second parallel RC network can be added to mimic battery concentration and polarization effects.[25] The values for the resistors and capacitors are determined using calculated test data. In addition, any of the aforementioned models can be fitted with a hysteresis state to model for battery hysteresis during charging and discharging.[59].

Fig. 3c illustrates a sectional representation of a LIB and the related physical phenomena. The diagram shows how the components of an ECM correspond to electrochemical phenomena in the battery. The first phenomena is the ohmic resistance. It is reproduced in an ECM using the $R_o$ resistor and is the combined resistances of the electrolyte, current collector, active material and separator.[70] It is also influenced by the construction of the battery, the adherence of the active material to the electrode, the electrodes thickness and its area.[71] The first RC element models the impedance of the $R_{SEI}$ layer. SEI formation on the surface of the active material (highlighted in yellow) acts as a barrier for Li-ion intercalation and so creates a resistance (represented by a green line), which can be monitored using EIS. The second RC element models the double layer capacitance ($C_{dl}$) and charge-transfer ($R_{ct}$) resistances. Movement of electrons from the electrolyte to the current collector, which is accompanied by a certain amount of resistance, corresponds to $R_{ct}$ in the scheme. When this occurs, a charge boundary is created with opposing polarities (represented by red crosses). $C_{dl}$ occurs at the intersection of the current collector and electrolyte. Two layers of opposing charge, separated by the layer of solvent molecules, are formed between the current collector and electrolyte (represented by a positive red cross...
and negative blue line). This difference in charge behaves like a capacitor, and so a capacitor is used in an ECM to model this phenomenon. The Warburg (W) component models the mass transport of Li-ions in the battery using semi-infinite linear diffusion in only one direction. As discussed, $C_{dl}$, $R_{ct}$ and $W$ impedance appear on the right side of the Nyquist plot, as they are more dominant at lower frequencies. At the highest frequencies, the series resistor ($R_s$) becomes the most dominant component as ‘$RC_1$’ and ‘$RC_2$’ are short-circuited and behave as if they are not present. Extended battery use causes; cell component degradation, electrolyte decomposition, a loss in active material and continual formation of the SEI. [42, 72-74] This occurs even when the battery is not in use and is commonly referred to as calendar ageing.[75] These phenomena reduce the available capacity of the cell and also increase its internal resistance.

5. **Practical Implementation of an AC Impedance Device on a BMS**

Conventional impedance diagnosis methods are typically time-consuming and involve complex calculations that therefore have limited its on-board applications in battery monitoring. Furthermore, practical integration of EIS on a BMS has historically been hindered by the equipment’s large size, power inefficiency and cost [76]. For this reason, EIS has predominately been limited to laboratory conditions with few on-board applications [33, 77, 78]. However, recent advances have demonstrated the viability of embedded and scalable EIS devices, effectively solving the size and power-consumption issues of the past. [8, 33-37] EIS measurements are traditionally performed on a battery when it is disconnected from the system and in an offline state. In many battery systems, the battery cannot be turned offline and so it is not desirable to have it disconnected. Therefore, recent studies have attempted to reproduce an EIS version capable of online measurements.[8, 79-82] The main challenge with online EIS measurements is to produce an excitation signal over a wide array of frequencies and then detect the response when other voltages and currents are present. Online EIS measurement methods can be divided into the two general categories of single frequency and multiple frequency acquisition.[83] In the first method, a single frequency sinusoidal signal is injected into the battery and the resultant ac signal is obtained from which the impedance at that single frequency is calculated. This is repeated to extract the total
battery impedance over a range of frequencies. Although this method can obtain accurate EIS measurements, its acquisition rate is slower than the multiple frequency method. The multiple frequency method injects small ac signals composed of different frequencies into the battery system. By performing Fast Fourier Transform (FFT) calculations on the resultant signals, the impedance at different frequencies can be obtained simultaneously. This method can extract impedances at a faster rate but can be prone to noise interference. Due to this interference the single frequency method is the preferred option in the literature.[23, 29, 30, 84, 85]

Implementing EIS using control systems using existing hardware can reduce the cost of equipment and implementation of advanced hardware.[86] For example, Howey at al. demonstrated the use of existing power electronics in a vehicle to measure EIS between 1 Hz and 2 kHz.[8] EIS measurements were even obtained using the noise excitation signal generated by a motor controller to produce a perturbation signal. In a similar study, Xia used a square wave perturbation from a DC-DC power convertor to measure the impedance of a battery in a single perturbation period, significantly reducing the overall time needed to perform a measurement.[37] Another study that showed the feasibility of using a power convertor to perturb the cell in order to extract the impedance was performed by Huang and Qahouq.[33] A thorough analysis conducted by Varnosfaderani and Strickland explores in detail the different approaches that have been used in literature for undertaking EIS measurements using existing hardware.[36] These studies demonstrate the viability of embedding and performing online EIS in real-world applications thus validating its potential as a useful tool for estimation of battery states.

6. Reproducibility of EIS and Noise Related Issues

In real-world applications, EIS can be affected by a multitude of noise sources such as electromagnetic interference and electronic switching, which can reduce the quality of the measured data.[1] For example, this is particularly true in an EV, which contains hundreds of individual cells and wire contact points, many metres of wiring, produces large currents, and experiences a great deal of vibration during operation, all of which can introduce uncertainties. This can make the reproducibility of EIS measurements much more
challenging in an onboard application compared to a laboratory setting. Thus, acquiring 
linear and accurate online impedance data is challenging. Impedance can be acquired when 
the EV is not in operation however, this may not be suitable for all use cases such as SOC 
and IT estimation. EV batteries are typically high capacity and have very small impedances. 
Therefore, a sufficiently large input signal must be produced to reduce the signal to noise 
ratio (SNR) so an impedance measurement with the necessary accuracy can be acquired.[2] 
For online measurements, the response signal (typically in the region of 10 mV) needs to be 
measured over a DC bias that can be an order of magnitude greater. This makes it very 
challenging to amplify this signal without introducing noise. The use of a large input signal 
also has implications for the power consumption of onboard EIS hardware. An approach to 
remove the DC bias current in order to get a more accurate voltage response using a digital 
servo-loop was proposed by Din et al., which effectively eliminated the DC part of the 
response and amplified the AC output.[3]

Measurement of noise is unavoidably connected to measuring the voltage response. 
The ability to quantify and remove this noise is vital for accurate reproducible impedance 
data. Noise and errors can arise from many external sources as well as the computation of 
the Fourier transform itself.[4] Further errors can materialise from the battery state 
estimation models and time variances between the voltage and current measurements. The 
type of hardware used to measure the impedance on an onboard application, such as an EV, 
varies with some more susceptible to noise than others. The battery charger[5], motor 
controller[6] and even the balancing hardware[3] have previously been used to produce a 
signal capable of estimating the cell impedance. Many methods have been proposed in 
literature to measure and filter noise. Zhang et al. proposed an online impedance 
measurement system that could filter out noise using cross-correlation.[7] In this method, 
both the injected and extracted AC input and output signals are calculated using cross-
correlation. From this, the noise at each respective frequency could be filtered out. Howey 
et al. developed an online impedance measurement system that used the excitation current 
from the controller of a motor.[6] An approach like this is advantageous as it can help 
reduce the cost of including dedicated EIS hardware within an EV. The distinguishing feature 
of this work is the ability to separate the interference from the output signal, thus allowing 
any noise to be ignored. Another approach used was to ensure the proper calibration of the
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current and voltage amplifying hardware in order to eliminate any sources of interference from the circuits. A study by Howey et al. compared the online impedance from a commercial Bio-logic VSP potentiostat to an impedance measurement system derived from the existing motor drive in an EV.[8] Like the previous study mentioned, noise was removed using a similar approach. Results indicated that the accuracy of the novel impedance measurement approach was within 2% RMS for the magnitude part of impedance and 3° for the phase part of impedance compared to the Bio-logic.

Valid EIS measurements need to be repeatable and noise free. To achieve this, suitable measures can be introduced to minimise the variability in the data. Kramers-Kronig (K-K) relations are a tool that can be employed to assure the accuracy and reproducibility of the acquired impedance.[9] The K-K relations use the relationship between the real and imaginary parts of impedance in order to predict the real part of impedance from the imaginary and likewise, the imaginary part of impedance from the real. This allows any distortions from the real and imaginary parts of impedance to be assessed. Suitable impedance test parameters must also be selected to ensure the EIS test is repeatable. These parameters include the AC amplitude, number of frequencies and points measured and whether the battery is at OCV or if the temperature has recently been altered. A systematic study performed by Pulido et al. assessed the influence of each parameter on the reproducibility of EIS measurements using K-K relations to validate the selection of the most appropriate test conditions.[10] The proposed test method gives valuable insights into how to test for and select the most suitable test parameters for a specific use case. One of the most straightforward approaches is ensuring a test is repeatable by performing multiple measurements and comparing the results. This is both qualitative and quantitative in that each EIS plot must include the same battery processes and the respective values for each must be as similar as possible. Additionally, multiple scans at each frequency can be performed and averaged to decrease the influence of noise, at the expense of time and the amount of power consumed.[11]

Allowing a relaxation time before performing an EIS measurement is a common approach used to mitigate the influence from changes in temperature or load.[12] This designated wait period before performing an EIS measurement allows the battery to return to a ‘relaxed’ state. When no current enters or leaves the cell, polarization of the cell is
eliminated, which causes a change in the cells voltage as well as its impedance. The time
taken to reach this state varies between studies and battery chemistries, but a
recommended minimum time of 4 hours is advised.[13] A study by Barai et al. examined the
reproducibility of EIS results as a function of relaxation time.[14] In this work, it was
discovered that the ohmic resistance was independent of the time allowed for relaxation
which enabled it to be used as a consistent parameter for battery state estimation. The
charge transfer resistance and double layer capacitance was not reproducible during the
first 0 to 10 minutes during relaxation and so it was recommended that they be avoided for
any parameter estimation during this time frame. A similar study performed by Messing et
al. examined the reproducibility of EIS at various SOCs and temperatures.[15] A model was
created to replicate the influence of relaxation on the impedance and was also capable of
distinguishing the effect of relaxation from reproducibility errors. Overall, these results
indicate that a sufficiently long relaxation time is an effective approach to ensure
reproducibility of EIS data however, its suitability for many onboard applications that
require online impedance data is limited.

The connections of the wires to and from the battery are an important factor that
can influence the impedance measurement also. A study performed by Cheng examined the
repeatability of EIS measurements using 5 distinct setups centered around the connection
of the wires. It was concluded that the contact resistances of the wires had a large impact
on sensing the voltage during the impedance test. Reproducibility was highest when a four-
wire connection was used, with the sense and power wires being separated. Contact
resistances will generally be higher in an EV compared to laboratory conditions, as battery’s
in an EV pack or module are typically screwed together in series or parallel connections. As
such, it can be difficult to directly connect the sense and power lines from the EIS hardware
to the terminals of the battery.[2] This means the measured impedance may differ to that of
the battery.

Although the ability to extract reproducible impedance data from onboard applications
is much more challenging than in a controlled laboratory environment, the work discussed
above proves it is indeed possible. A myriad of different approaches and techniques are
available to increase the accuracy of the EIS measurement as well as reducing the noise.
Furthermore, EIS hardware can be successfully integrated into existing EV power systems
without a substantial sacrifice in measurement accuracy. To realise a fully functional BMS that uses impedance for onboard state estimation, much more work is still required to demonstrate the repeatability and accuracy of onboard measurements.

7. Equivalent Circuit Modelling versus Specific Frequencies

These are the two main approaches that exist in literature when using impedance for battery state estimation. The first involves using battery impedances to update the circuit elements of an ECM, which is then used in conjunction with a model to give the required estimate. A non-linear least squares fitting method is often used to model the EIS data with an ECM [63, 87-92]. This is typically performed a single time prior to cell operation and not repeated and so is usually regarded as an offline method (as EIS is not performed while the battery is under charge or discharge). Many of the ECMs in studies use complex equivalent circuits with constant-phase and Warburg impedance elements.[20, 93-95] However, other studies show that a simple Thevenin equivalent circuit can also achieve similar results.[96-98] While the ECM approach is advantageous, the behaviour of the battery is only characterized at an initial state and so as the batteries behaviour changes, the original ECM values may differ to the current values. Without selection of an accurate and representative fitting model, the accuracy of an ECM will decrease over time.[27, 99, 100]. Additionally, an extensive bank of possible ECM values at different temperatures, SOHs and SOCs must be experimentally determined prior to use in order to update the circuit elements, which is a time-consuming and laborious process.

The second approach uses the impedances gathered at specific frequencies to directly infer the batteries state. As the impedance of a battery is a function of SOH, SOC, and IT, at specific frequencies the impedance has been shown to be more dependent on one of the aforementioned parameters while being semi-independent of the rest, thus, allowing the estimation of these parameters.[21, 24, 28, 82, 96, 101-105] This method is normally regarded as being an online method and is performed while the cell is charging or discharging. Online EIS measurements, such as with the specific frequency approach, allow the model to be updated with the most recent impedance values, thus, allowing kinetic processes such as the
change in temperature to be monitored, something that cannot be typically achieved with the ECM approach.

8. Battery State Diagnosis

8.1. State of Health

SOH is a qualitative measure used to compare the current condition of the battery in relation to its initial condition. [106-108] It is measured in percentage and gives an indication of the age of the battery. A newly manufactured battery has a SOH of 100%. Once the SOH has decreased to 80%, the battery has reached its end-of-life (EoL) and needs to be replaced.[109] Knowing the SOH of a battery is essential in determining if the battery can meet the system requirements and informs the user of the capacity available for energy storage.[42, 109] Changes in capacity (Eq. 4) and internal resistance (Eq. 5) are typically used to estimate SOH.[110-112] SOH can also be characterized using a battery’s power capability. For example, Ranjbar et al. used the drop in voltage under load conditions to measure the resistance, enabling the SOH to be calculated using the battery’s power.[81]

\[
SOH = \frac{Q_{\text{curr}}}{Q_{\text{rat}}} \tag{4}
\]

\[
SOH = \frac{R_{\text{curr}}}{R_{\text{orig}}} \tag{5}
\]

where \(Q_{\text{rat}}\) is the initial capacity of the battery, \(Q_{\text{curr}}\) is the current capacity, \(R_{\text{orig}}\) is the original internal resistance of the battery and \(R_{\text{curr}}\) is the current internal resistance.

The capacity is determined by the electrochemical properties of the battery. This changes over time due to environmental and operating conditions. Battery ageing leads to performance degradation and changes in battery chemistry.[113] LIBs continually degrade during operation and even storage.[42] In high-power applications, such as in an EV, high currents and fast changes between charge and discharge increases the rate of cell ageing.[26, 114-116] In general, the degradation occurs at the interface between the electrodes and
The formation of the SEI layer negatively affects the batteries electrical efficiency and increases resistance. This loss of power and increased resistance results in capacity loss. Other contributing factors are loss of Li-ions and active material caused by formation of the SEI, structural dis-ordering and loss of electrical contact between the current collector and battery material. SOC is measured by examining current and time however, there is no fixed method of calculating SOH. Coulomb counting (CC) is typically the most common SOH estimation techniques. It works by monitoring the charge leaving the cell as a function of time to determine the cell’s current capacity. By monitoring the change in capacity over time, the SOH can be calculated. Typically, once the capacity of the battery has reduced to 80%, it is in need of replacement. This method is computationally light, only requiring basic addition and multiplication. As a result, CC is well suited for implementation in BMSs. The accuracy of this method depends on the precision of the sensors which need to be periodically calibrated after several battery cycles. This method shows a strong relationship between estimation error and cycle number, with errors up to 10% normal after many cycles. To improve performance, CC is often used in combination with other methods like the Kalman Filter (KF). This combination reduces the estimation error to below 3%, at the expense of a longer calculation time. The KF is a modelling technique often used in battery state estimation. The complexity of this method lies somewhere between medium and high, thus it has seen limited implementation on commercial BMS. As batteries are non-linear systems, modified versions of the KF are proposed in literature for SOH estimation. Both Rosca et al. and Andre et al. used an Extended Kalman Filter (EKF) in combination with a second-order Randles circuit for SOH estimation. In the first case, SOH is estimated using the battery SOC and in the second case the model uses battery impedance. Daboussy et al. used an EKF to model the parameters of a LIB used in automotive applications. The experiment showed a SOH estimation error of less than 1%. A model using an Unscented Kalman Filter (UKF) in combination with a second-order Randles circuit was proposed by Andre et al. for the estimation of SOH. A UKF is desired as it eliminates some of the drawbacks associated with an EKF. In general, the estimation error for Kalman filtering is lower than that of the CC and Open-circuit Voltage (OCV) methods when used individually, achieving errors below 3%. Other estimation methods include Artificial Neural Networks (ANN) and Fuzzy Logic (FL) approaches. The main advantage of using an ANN is its ability to learn and adapt by merging new experimental data. ANNs are
very accurate with a study performed by Ungurean et al. showing a maximum estimation error of 2 % for SOH estimation.[45] Despite its potential, ANNs are computationally demanding which may be an issue when trying to implement them on a BMS.[2] The FL method is a powerful technique used to model non-linear systems without needing a mathematical model.[127] Singh et al. used this method, in combination with data acquired from impedance spectroscopy, to develop a FL SOH estimation model. [128] Results indicated the method achieved an estimation accuracy within ± 5 %. One of the main disadvantages of this method is that it requires a large volume of test data and is computationally intensive thus limiting its real-time practical use in a BMS. The estimation accuracy of this method is average, with errors ranging between 1.4 % and 10 %.[45]. Current estimation techniques lack the accuracy or are too complex, limiting their practicality in real-world applications, hence why the SOH function is not available on a large portion of BMSs. EIS is seen as a promising diagnostic tool that offers enhanced precision and monitoring capabilities, to derive an impedance model capable of accurately estimating the SOH of a LIB. It must be noted that while SOH can be used as an indicator that a battery has reached its end-of-life, the battery still may be suitable for other secondary applications, hence the term ‘second-life applications’.

8.1.1 State of Health Estimation via Impedance

Recently, more emphasis has been placed on EIS as a useful tool in measuring battery SOH and remaining-useful-life (RUL). EIS has been shown to reveal changes in the cells electrochemical processes as it ages.[80, 129] As the battery ages, the value of the ECM components change as different parts of the cell are degraded or its chemistry altered. These changes are outlined in Table 1.

<table>
<thead>
<tr>
<th>ECM Component</th>
<th>Unit</th>
<th>Degradation Mode</th>
<th>Potential ageing mechanism</th>
<th>Observed effects</th>
</tr>
</thead>
</table>
| Increase in $R_{\text{ohm}}$ | (Ω) | Conductivity loss | - Corrosion of current collector  
- Decomposition of binder | PF  
CF |
| Increase in $R_{\text{SEI}} & R_{\text{ct}}$ | (Ω) | Loss of Lithium | - Electrolyte decomposition  
- Oxidation of electrolyte | CF & PF  
PF |
- Lithium plating
- Formation of lithium grains
- Solvent co-intercalation

| Increase in R_W (Ω) | Loss of active material | - Electrode decomposition
|                     |                          | - Oxidation of electrolyte
|                     |                          | - Formation of lithium grains
|                     |                          | - Solvent co-intercalation
|                     |                          | - Transition metal dissolution

Table 1. Relationship between ECM components, the ageing mechanism and what effect is observed; Power Fade = PF; Capacity Fade = CF.[91]

SOH determinations via EIS have been widely used to correlate the rise in battery impedance to the loss in capacity.[10, 26, 27, 101, 130, 131] This is performed by analysing acquired impedance spectra, typically using an ECM. The variation in the ECM elements is then used to monitor the ageing processes within the cell. Stroe et al. compared the Nyquist plots of fresh unused batteries to batteries that had undergone accelerated ageing.[23] Data from these plots were fitted using an ECM and resistive and capacitive values were shown to increase as the battery aged. The increase in ohmic resistance as the battery aged was correlated to a decrease in the LIBs pulse power capability. Similar offline approaches with ECMs have been used in other studies. Yuan demonstrated that charge-transfer resistance showed good correlation with battery degradation.[132] To achieve a low estimation error, only impedance data between 30 % - 60 % SOC was used, as this zone showed the least influence of SOC and the greatest influence of SOH on predictions. This method achieved an estimation error of 6.1 % over long-term cycling. Galeotti et al. examined the behaviour of battery ohmic resistance at various SOCs and cycle numbers to create a look-up diagnostic map to act as a standard to which other batteries of the same chemistry would be compared (Fig. 5a).[26] An ECM to fit impedance data and the theory of evidence model were then applied, achieving a maximum SOH error of 3.73 % with standard cells and 8.66 % with anomalous cells. The intrinsic relationship between ohmic internal resistance and capacity

---

was used by Chen et al. to estimate battery capacity which were then used to determine SOH (Fig. 5b).[133] The proposed method required a full discharge at the start and at a random future point to correlate the ohmic internal resistance with the fade in capacity. Impedance data between 30% – 80% SOC was used, as the error between SOC values was lowest between these points. The maximum error reported, between capacity fade (used as a reference) and the increase in ohmic internal resistance, was less than 4%.

![Diagnostic map used for SOH estimation.](image1)

**Fig. 5.** a) Diagnostic map used for SOH estimation. The black lines represent reference batteries and the tested batteries are in coloured lines.[26] b) Graph showing the relationship between the rise in ohmic resistance and capacity fade.[133] c) Impedance spectra at different cycle number and ageing states.[131] d) Comparison of the capacity and charge-transfer resistance as a function of cycle number.[134]  

---
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The use of ohmic resistance for SOH estimation is well documented in literature. Jiang et al. [134] examined the correlation between ohmic resistance and cycle number and reported that ohmic resistance increased as the battery was cycled (Fig. 5c). This is supported by Wang et al. [131] who found that the impedance curve on a Nyquist plot moves further to the right as a battery aged, indicating an increase in resistance (Fig. 5d). Other impedance parameters that have been used to estimate SOH include the zero crossing frequency of battery impedance phase [82], the magnitude of impedance at 5.6 Hz and 10 Hz and the phase angle at 3.16 Hz [135], the shape of the Nyquist plot [103] and single frequency points [136]. Although many studies validate the use of EIS to determine SOH, tests are typically performed in at OCV i.e. the batteries is left offline long enough so that all transient charge / discharge processes are minimised, which is not always applicable in real-world scenarios. Additionally, identical accelerated ageing tests at constant temperatures does not adequately replicate the variable environmental conditions LIBs operate in real world conditions. Analysing the data in full, we can see that the error for impedance based SOH estimation lies below 10 %, with most methods averaging 3 – 7 % error. Studies differ in quoting the accuracy in terms of maximum error, average error, MSE or depicted graphically. Others discuss important trends linking particular parts of impedance to SOH. Compared to existing methods of SOH estimation (Fig. 6), we see that EIS based SOH estimation is comparable in accuracy, with the average estimation accuracy for experimental techniques being approximately 94 % and adaptive methods approximately 96 % [137]. The accuracy of some approaches, such as neural networks and big data, are high but require a large amount of computational power, which limits their application. Impedance is a relatively easy experimental technique to perform and demonstrates high SOH estimation accuracies, thus validating its use as a potential onboard SOH estimator.
Fig. 6. Graphs showing the minimum, maximum and average estimation accuracies for SOH estimation using a) experimental techniques and b) adaptive methods.[137]"
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Battery Chemistry</th>
<th>Part of Impedance</th>
<th>F (Hz) for Model</th>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haiying et al.[138]</td>
<td>LFP</td>
<td>ECM</td>
<td>1 – 100 Hz</td>
<td>ECM</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Zenati et al.[139]</td>
<td>NCA</td>
<td>Nyquist plot</td>
<td>0.1 Hz - 65 kHz</td>
<td>FL</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Eddahech et al.[130]</td>
<td>NMC</td>
<td>ECM</td>
<td>0.1 Hz - 10 kHz</td>
<td>ECM / RNN</td>
<td>MSE = 0.462</td>
</tr>
<tr>
<td>Eddahech et al. [101]</td>
<td>NMC</td>
<td>Z’ at 0.1 Hz</td>
<td>0.1 Hz</td>
<td>ECM / GA</td>
<td>Depicted graphically</td>
</tr>
<tr>
<td>Stroe et al.[23]</td>
<td>LFP</td>
<td>ECM</td>
<td>0.01 Hz - 10 kHz</td>
<td>ECM / GA</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Galeotti et al.[26]</td>
<td>LiPo</td>
<td>R₀</td>
<td>0.2 Hz - 5 kHz</td>
<td>ECM / ToE</td>
<td>Max. error of tested/untested cell = 3.73 % &amp; 8.66 %</td>
</tr>
<tr>
<td>Xia[82]</td>
<td>LCO</td>
<td>F₀ phase</td>
<td>1 Hz – 20 kHz</td>
<td>ANN</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Mingant et al.[103]</td>
<td>LFP:LTO</td>
<td>ECM</td>
<td>0.01 Hz – 100 kHz</td>
<td>ECM / LS / PF / LR</td>
<td>Error = 7 %</td>
</tr>
<tr>
<td>Love et al.[136]</td>
<td>LCO</td>
<td>Z’ at 316 Hz</td>
<td>0.01 Hz – 50 kHz</td>
<td>GA</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Wang et al.[140]</td>
<td>LFP</td>
<td>Z’ at 10 kHz</td>
<td>0.01 Hz – 1 kHz</td>
<td>Interpolation Map</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Wang et al.[131]</td>
<td>LFP</td>
<td>Rₓ</td>
<td>0.01 Hz – 1 kHz</td>
<td>ECM / CPSA / GA</td>
<td>Absolute error = &lt;15%</td>
</tr>
<tr>
<td>Zhou et al.[27]</td>
<td>NMC</td>
<td>R₀, Rₓ, &amp; Rₛₑᵢ</td>
<td>Determined via TC</td>
<td>DRT</td>
<td>Error = &lt;10%</td>
</tr>
<tr>
<td>Zhang et al.[28]</td>
<td>LCO</td>
<td>Z’ &amp; Z” at 17.80 Hz &amp; 2.16 Hz</td>
<td>0.02 Hz – 20 kHz</td>
<td>GPML</td>
<td>Depicted graphically</td>
</tr>
<tr>
<td>Yuan [132]</td>
<td>LFP</td>
<td>Rₓ</td>
<td>-</td>
<td>ECM / TPE</td>
<td>Error = 6.1%</td>
</tr>
<tr>
<td>Chen et al. [133]</td>
<td>NMC</td>
<td>R₀</td>
<td>-</td>
<td>ECM / RLS</td>
<td>Max error = ±4 %</td>
</tr>
<tr>
<td>Jiang et al. [134]</td>
<td>LMO / LMNO</td>
<td>Ω, Rₓ, &amp; Rₛₑᵢ</td>
<td>0.01 Hz – 1 kHz</td>
<td>-</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Kassem et al. [84]</td>
<td>LFP</td>
<td>Rₓ, R₀, Rₓ &amp; W</td>
<td>0.01 Hz – 10 kHz</td>
<td>-</td>
<td>Unspecified</td>
</tr>
</tbody>
</table>

Table 2. Comparison of studies that used impedance measurements to determine battery SOH; Z’ = real impedance; Z” = imaginary impedance; Z = magnitude; φ = phase; R₀ = ohmic resistance; Rₓ = charge-transfer resistance; F₀ = intercept frequency; Rₛₑᵢ = contact resistance; Rₛₑᵢ = SEI resistance; DRT = distribution of relaxation time; W = Warburg impedance; RLS = recursive least squares; RLS = recursive least squares; RNN = recurrent neural network; LR = linear regression; PF = polynomial fitting; CPSA = chaotic particle swarm algorithm; GPML = Gaussian process machine learning; TC = time constants; TPE = three point extraction; Rₓ = total impedance; Ω = phase
8.1.2 Fault Detection

Safety is a critical parameter in all battery systems. The failure of a LIB has been reported to be 1 in 40 million if used and stored correctly.[141] However, overcharging & over discharging, high or low temperatures and physical damage can increase the rate of failure.[142] Commercial LIBs have safety mechanisms, such as voltage and temperature cut-offs, however large scale battery accidents have occurred which resulted in large scale recalls. The root cause of the accidents include excessive heating, short-circuits, overcharging, overdischarging and physical damage.[143] Due to these dangerous occurrences, strict rules regarding the transport of LIBs have been implemented. For example, all LIBs must now have a SOC less than 30 % to be shipped via aircraft.[144]

The consumer demand for smaller portable electronic devices further drives the increase in LIB energy density, which has the potential to cause more serious safety incidents. The lessons of past incidents has clearly demonstrated that LIB safety technology needs to be further developed. Hence, the importance of developing a more sophisticated and advanced failure detection methods cannot be emphasized enough. In-situ monitoring of battery impedance can be used to gain greater insight into battery ageing mechanics.[145] Extending this knowledge to battery failure detection can improve the functional safety of battery powered devices. Faults in LIBs are typically caused by the ageing process or physical / electrochemical abuse and are expressed by an increase in internal impedance and a loss in capacity.[146] The majority of studies on battery parameter estimation over the last twenty years has focused on the big three, which are SOC, SOH and IT estimation, however limited research is available regarding EIS for fault detection.

8.1.3 Fault Detection Methods

Faults are usually diagnosed when some variables in the battery present behaviours different from ordinary use. Through the use of a model, the difference between regular battery behaviour and measured battery behaviour can be diagnosed for fault detection. The simplest form of failure detection sets a safety threshold, that if exceeded a fault occurs. Kaypmaz and Tuncay demonstrated this through the use of an ECM whose parameters were extracted through ac impedance spectroscopy.[147] Initial testing on
normal cycled, overcharged and overdischarged batteries was performed to identify the
effect this had on the ECM parameters. A FL model then analysed the difference in values
between initial conditions and test conditions using three inputs, $\Delta R_0$, $\Delta R_{ct}$ and $\Delta C_{dl}$. A safety
threshold was then formulated based on the difference in values between the normal cycled
battery and the overcharged and overdischarged batteries. A similar approach was conducted
by Singh et al. where overcharge and overdischarge cycles were examined and a model was
constructed for normal operation and any other operation that exceeded normal limits.[148]

Impedance data along with an ECM was used to construct a battery model. Multiple model
adaptive estimation was adopted for comparing the measured data against each separate
model derived for battery overcharge and overdischarge. Simulations of battery fault
scenarios indicate that this method could detect battery faults in real-time. For example,
online EIS measurements were used by Troltzsch et al. to update an ECM as the battery cycled
and was able to characterize battery ageing dynamics, such as $R_{ct}$, $R_0$ and the W coefficient,
which showed high sensitivity to changes in battery capacity. Over 230 cycles, the $R_{ct}$, $R_0$, $C_{dl}$
and W coefficient increased 62 %, 58 %, 6.8 % and 72 % respectively from their initial values
(Fig. 7).[89]
Fig. 7. Graphs showing the migration of a) Warburg resistance, b) charge-transfer resistance, c) double-layer capacitance and d) series resistance versus cycle number for a LCO Li-ion battery.[89]

The effectiveness of a fault detection system depends on its ability to acquire up to date data, so an online method such as this is highly desirable. Signal processing methods, like EIS, can monitor in real time the dynamic behaviour of the battery something which is lacking in model-based methods. Carkhuff et al. designed an online impedance-based multicell BMS for safety monitoring using the correlation between specific frequency ranges and the following parameters: (1) temperature estimation of the anode using the phase shift at 70 Hz, (2) temperature estimation of the cathode using the phase shift at 10 Hz, (3) real impedance from 1000 Hz to 400 Hz for the resistance of the electrolyte and SOH, (4) real impedance at 2 Hz for SOC. [24] The impedance-based BMS was successful in detecting cell mismatches and real time monitoring of the IT of the battery pack. This is significant as traditional BMSs, that monitor the voltage and voltage and surface temperature of LIBs, do not succeed in identifying cell mismatches and emerging failures that can occur due to overcharging, overdischarging, short circuiting and even calendar ageing. Prediction of a mismatched cell is crucial for a battery’s electrical efficiency and thermal management.[24] Love and Swider-Lyons developed an impedance based diagnosis method for detecting the overcharging of batteries using a single frequency measurement at 500 Hz.[85] This simple and quick approach of fault detection could clearly detect changes in the impedance spectrum in the real and imaginary domains at voltages higher than 4.2 V. Additionally, results suggest that this trend is independent of battery size. A hybrid approach between battery models and signal processing methods is perhaps the best design as it enables the processing power of a model and the online acquisition of data to update said model to better diagnose faults faster and more accurately. Table 3 lists existing studies that used impedance for fault detection.

---

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Chemistry</th>
<th>Part of Impedance</th>
<th>F (Hz) for Model</th>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaypmaz &amp; Tuncay</td>
<td>NMC</td>
<td>$R_s / R_{ct} / C_{dl}$</td>
<td>0.05 Hz – 5 kHz</td>
<td>ECM / FL</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Singh et al. [148]</td>
<td>LFP</td>
<td>ECM</td>
<td>Determined via ECM</td>
<td>ECM / KF / MMAE</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Troltzsch et al. [89]</td>
<td>LCO</td>
<td>$R_s / R_{ct} / C_{dl} / W$</td>
<td>0.03 Hz - 10 kHz</td>
<td>ECM</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Carkhuff et al. [24]</td>
<td>NCO</td>
<td>$\phi$ at 10 Hz &amp; 70 Hz / $Z'$ from 400 Hz to 1000 Hz / $Z'$ at 2 Hz</td>
<td>1 – 1000 Hz</td>
<td>SFP</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Love &amp; Swider-Lyons [149]</td>
<td>LCO</td>
<td>$Z'$ &amp; $Z''$ at 500 Hz</td>
<td>0.05 Hz - 50 kHz</td>
<td>NP</td>
<td>Unspecified</td>
</tr>
</tbody>
</table>

Table 3. Comparison of studies that used impedance measurements for fault detection; MMAE = multiple model adaptive estimation; NP = Nyquist plot; SFP = single frequency point; $R_s$ = series resistance.

8.2 Internal Temperature

Thermal monitoring of LIBs, especially in battery packs comprised of many cells, is of crucial importance for the BMS.[150] The emerging use of LIBs in EVs and stationary energy storage has increased the demand for higher capacity batteries and the need for faster charging and discharging, which can cause battery temperatures to rise substantially.[30, 151] Management of LIB temperature in EV applications is an important issue for LIBs because of their limited operating temperature range (5 - 45 °C for charge and -10 - 55 °C for discharge).[152] The ability to accurately measure the internal cell temperature is paramount for its safety, performance and longevity as extremes in either the high or low ends can trigger failure of the battery with hazardous consequences.[153] Overheating can cause excessive exothermic reactions, such as electrolyte decomposition, dissolution of the SEI layer and electrode active material potentially causing a catastrophic thermal runaway.[150, 154-159] Furthermore, it has been shown that an increase of one degree of temperature between 30 - 40°C, a LIBs lifespan is reduced by two months.[160] On the other hand, operation in low temperatures can be just as damaging, most notably during charging, where limitations on Li-ion mass transport can cause plating of Li metal on the anode contributing to a decrease in
available capacity and possibly battery failure.[155, 161-164] Therefore, the IT of a LIB, which cannot be directly measured, is extremely valuable for operating LIBs safety.[47] In practice, the surface temperature of a LIB is the only measureable areas, however, it is the internal battery temperature that determines the performance of a LIB.[165] Simply measuring the surface temperature of the battery is inadequate under normal operating conditions, such as the standard charge / discharge cycle in an EV, as the battery internal temperature can heat up much faster than the surface temperature. As such, the difference in temperature between the cell surface and core can vary by as much as 10 °C.[165] While such an incident is rare, inaccurate monitoring of a battery can result in safety issues and possible recall of the battery powered device. Therefore, it is of utmost importance to acquire an accurate estimation of the IT of a LIB during operation to prevent the occurrence of a hazardous event.

As heat generation within a battery is a complex electrochemical process, understanding how the charge and discharge rate of a battery will affect its temperature is especially important.[166] Existing BMSs typically use surface mounted temperature sensors or thermistors in tandem with a thermal model to estimate internal cell temperature.[46, 167] Rapid changes in IT may not register with surface mounted sensors, meaning it may not be possible to detect the onset of a thermal runaway under normal operating conditions.[168] Therefore, the ability of this method to measure internal cell temperature in all conditions is lacking. Furthermore, large battery packs, like those found in an electric vehicle, contain hundreds if not thousands of cells, thus, placing a surface temperature sensor on each represents a substantial cost and so thermal management is typically performed with a module rather than an individual cell.[169] For this reason, fewer temperature sensors are employed in battery packs than the optimum required. For example, a Chevrolet Volt uses 16 temperature sensors to manage 288 cells and a Toyota Prius uses 42 for 288 cells.[170] Many different thermal models of varying complexities and accuracy’s have been proposed in literature. Thermal models, for individual cells and battery packs, have been developed that consider heat generation and dissipation processes outside and within the battery.[171-174] Although these proposed models show good accuracy, the complexity is extremely high which limits its use in onboard applications. Additionally, it is challenging to measure the chemical and physical parameters needed for these models. To better measure the heat generation inside the core of a Li-ion battery, some researches have installed thermocouples directly
inside the battery.\cite{175,176} Due to increased cost and safety considerations, this approach is not appropriate for industrial applications but does help elucidate the core temperature heating effects.\cite{174} A combination of a thermal and electrochemical model have been proposed that use equations that model internal battery thermal-electrochemical processes; however, these type of models are not suitable for online applications.\cite{174,177,178} The widely adopted ECM often models the temperature effect on resistive and capacitive components. However, the surface temperature of the battery is only used in most papers, as it is directly measureable.\cite{179,180}

8.2.1 Internal Temperature Estimation via Impedance

Considering the growing trend of cell level supervision in battery packs, instead of using multitudes of surface mounted external temperature sensors, the IT can be estimated using online EIS, using the intrinsic relationship between the battery impedance and internal temperature \cite{12,21,22,29,30,32,105,150,181,182}. Impedance-based temperature estimation is a new approach that may acquire faster estimated of temperature than existing methods.\cite{183} Monitoring the IT of LIBs has been widely reported in literature for a wide range of LIB chemistries and geometries.\cite{150} Work by researchers such as Srinivasan \cite{21,184,185}, Schmidt \cite{22,186,187} and others \cite{12,29,30,163,188,189} have demonstrated the connections between battery IT and various parameters derived via EIS. Correlating impedance to IT typically takes advantage of the properties of the SEI layer which does not store any charge itself and so is largely unaffected by the batteries SOC \cite{21,22,163,164,188-191}. Therefore, as long as a stable SEI is present, an accurate IT estimate can be achieved by analysing the battery impedance at specific frequencies to estimate the cell temperature without the need for a thermal model or temperature sensor.\cite{12,21,22,32,184} For this reason, EIS is often referred to as ‘sensorless’ as no surface-mounted or internal sensors are needed.\cite{29,32} Additionally, EIS avoids the heat transfer delay associated with surface temperature measurements due to the batteries thermal mass.\cite{29} Srinivasan et al. was the first to propose using EIS as an internal battery temperature estimator.\cite{21} This work demonstrated an intrinsic relationship between battery impedance at specific frequencies (specifically the phase between 40 Hz – 100 Hz) and battery IT. This frequency range was chosen as it is dominated by the anode and therefore is unaffected by structural changes to
This is important as cell degradation under normal conditions is primarily caused by the cathode, thus the stable anode structure enables accurate temperature estimation even after hundreds of cycles. Furthermore, the impedance of the SEI layer on the anode has been shown to be highly sensitive to changes in temperature and independent of SOC. Using this relationship, online temperature measurements were acquired, even when the battery was under load. The defining characteristic of this method is the use of a single frequency, in contrast to a full range of frequencies to determine battery IT, enabling a near instantaneous acquisition of data. Troxler et al. demonstrated that temperature non-uniformity in a cell could be accurately modelled by representing the battery as a connection of individual parallel electrodes and using electrochemical impedance to update these parameters. The charge-transfer resistance of the battery was shown to have a strong temperature dependence that obeyed Arrhenius law. Unlike Srinivasan, who used the phase shift of the battery in his model, Schmidt et al. showed that the real impedance could also be used to estimate the cell temperature of a prismatic pouch-cell. A higher frequency range of 10.3 kHz was chosen based on empirical analysis which showed that very high frequencies mitigated the dependence of SOC on the temperature estimation. A temperature estimation error of 0.17°C was achieved when the SOC was used and 2.5 °C when the SOC wasn’t used in the model. More recently, attempts have been made to identify the optimal impedance range to infer temperature. Raijmakers et al. used the intercept frequency, which is the frequency at which the imaginary impedance is zero, to infer temperature. This point decreased as the temperature increased and was strongly independent of battery SOC and SOH as seen in Fig. 8b to 8d. Wang et al. discovered that the phase impedance at 79.4 Hz is highly sensitive to changes in temperature by examining the change in impedance at 0 °C, 23 °C and 45°C.
Temperature estimation using impedance up to this point had only been validated for cell temperatures up to a maximum of 66°C, above which the accuracy decreased significantly.\cite{195} Spinner et al. demonstrated improved estimation accuracies in the temperature range 68 °C – 95 °C using the imaginary impedance at 300 Hz and the use of a secondary empirical fit (Fig. 8e).\cite{150} Investigation of the sensitivity of various impedance regions to temperature and other state parameters such as SOC and SOH was performed by Koch and Jossen.\cite{182} It was found that the real and absolute impedance values show a
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\textsuperscript{9} Reprinted from Electrochimica Acta, Vol. 56/17, Rengaswamy Srinivasan, Bliss G. Carkhuff, Michael H. Butler & Andrew C. Baisden, Instantaneous measurement of the internal temperature in lithium-ion rechargeable cells, Pages 6198-6204, Copyright (2011), with permission from Elsevier.


\textsuperscript{12} Reprinted from Journal of Power Sources, Vol. 327, Robert R. Richardson, Shi Zhao & David A. Howey, On-board monitoring of 2-D spatially-resolved temperatures in cylindrical lithium-ion batteries: Part II. State estimation via impedance-based temperature sensing, Pages 726-735, Copyright (2016), with permission from Elsevier.
strong dependency on SOC, relative to the imaginary and phase shifts, thus the latter were recommended for monitoring battery temperature.[195] The optimal frequency ranges were also evaluated using similar criteria. Richardson et al. demonstrated the suitability of EIS for rapid estimation of IT using the real impedance at 215 Hz (Fig. 8f). [167] Error analysis of this approach found an average RMSE of 0.275 °C across 8 different cells. When compared to conventional methods used for temperature estimation, usually surface thermocouples, the accuracy of EIS based methods are slightly inferior; however, the reduction in cost and its simplicity may justify its use in commercial systems, such as an EV. [196] Beelen et al. performed an accuracy comparison of existing methods in literature using Monte Carlo simulations, where EIS was used for temperature estimation.[32] From this analysis, a new model was suggested, which demonstrated improved temperature estimation accuracy based on an analysis of the experimental design and frequencies used in existing studies. Low temperature impedance analysis from -60 °C to 25 °C was performed by Zhang where the effect on the impedance parameters Rct, Rsei and Rb was monitored. At low temperatures, Rct showed the greatest increase and was determined to be the main limiting factor that affected the low temperature performance of LIBs.[163] Table 4 lists existing studies that use impedance for temperature estimation, the frequencies used and the cell chemistry.[195] A myriad of different metrics were used in each study, with no underling consensus on which is the most optimal. Existing studies have been limited by the small volume of batteries and standard cycling conditions (constant current) that do not mirror real-world usage (variable currents). Additionally, small sample sizes may not fully account for the non-uniformities and differences seen between individual batteries of the same chemistry and type. Battery imaginary impedance is the most common metric used for IT estimates as well as the 40 Hz to 500 Hz frequency range that typically correlates with the anode impedance, and in particular the SEI layer. The average estimation error for EIS based temperature estimation across all studies was extremely low at 1.30 °C. A key advantage of EIS, setting it apart from other existing methods, is its ability to estimate the average IT of the battery, where other methods typically use surface temperature analysis. This can be deemed beneficial, as it does not require the addition of a hardware temperature sensor, thus lowering the implementation cost. Additionally, EIS is capable of estimating the other battery states, such as SOC and SOH, and so it an attractive option. Thermal modelling of LIBs has been reported to achieve accuracy’s in the 1 – 2 °C range.[197] While accurate, thermal models are
computationally intensive, which limits their integration into some energy storage systems. Furthermore, accurate knowledge of all LIB physical properties is required to ensure accurate temperature estimation.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Battery Chemistry</th>
<th>Temp (°C) examined</th>
<th>F (Hz) for Model</th>
<th>Part of impedance</th>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Troxler et al.[194]</td>
<td>NMC</td>
<td>-13 to 55</td>
<td>GA</td>
<td>R&lt;sub&gt;e&lt;/sub&gt;</td>
<td>ECM</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Srinivasan et al.[184]</td>
<td>LFP</td>
<td>-20 to 66</td>
<td>40 Hz</td>
<td>φ</td>
<td>None</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Beelen et al.[32]</td>
<td>NMC</td>
<td>-20 to 50</td>
<td>133 Hz &amp; 630 Hz</td>
<td>Z' &amp; Z''</td>
<td>MC</td>
<td>Absolute error = 0.4 °C</td>
</tr>
<tr>
<td>Raijmakers et al.[29]</td>
<td>LFP / NCA</td>
<td>-20 to 50</td>
<td>-</td>
<td>F&lt;sub&gt;0&lt;/sub&gt;</td>
<td>None</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Wang et al.[140]</td>
<td>LFP</td>
<td>0 to 45</td>
<td>79.4 Hz</td>
<td>φ</td>
<td>Interpolation map</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Zhu et al.[12]</td>
<td>LFP</td>
<td>-20 to 50</td>
<td>10 Hz, 50 Hz &amp; 100 Hz</td>
<td>φ &amp; Z</td>
<td>Look-up table</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Richardson et al.[198]</td>
<td>LFP</td>
<td>-20 to 45</td>
<td>215 Hz</td>
<td>Z'</td>
<td>TM</td>
<td>RMSE = 1.35 °C (core) &amp; 1.34 °C (surface)</td>
</tr>
<tr>
<td>Haussmann et al.[199]</td>
<td>PHEV</td>
<td>0 to 40</td>
<td>500 Hz</td>
<td>Z'</td>
<td>GA</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Richardson et al.[167]</td>
<td>LFP</td>
<td>~ 8 to 30</td>
<td>215 Hz</td>
<td>Z'</td>
<td>TM / EKF / PF / DEKF / DKF</td>
<td>Error = 0.1 °C to 0.7 °C</td>
</tr>
<tr>
<td>Raijmakers et al.[200]</td>
<td>LFP</td>
<td>-20 to 50</td>
<td>-</td>
<td>NZIF</td>
<td>GA</td>
<td>Depicted graphically</td>
</tr>
<tr>
<td>Spinner et al.[150]</td>
<td>LCO</td>
<td>-20 to 95</td>
<td>300 Hz</td>
<td>Z''</td>
<td>LS / LC</td>
<td>Error = 3 °C to 7 °C</td>
</tr>
<tr>
<td>Li et al.[201]</td>
<td>LCO</td>
<td>-40 to 0</td>
<td>1-100 Hz</td>
<td>Z'</td>
<td>TM / ECM</td>
<td>Error = 1 °C</td>
</tr>
<tr>
<td>Richardson et al.[30]</td>
<td>LFP</td>
<td>-20 to 45</td>
<td>215 Hz</td>
<td>Z'</td>
<td>2-D SGM</td>
<td>Mean error = 0.6 °C</td>
</tr>
</tbody>
</table>
Table 4. Comparison of studies that used impedance measurements to determine battery internal temperature; $F_0$ = intercept frequency; PF = polynomial fit; LS = least squares; MC = monte carlo; 2-D SGM = 2-D Spectral Galerkin Model; $Z$ = impedance magnitude; TM = thermal model; DEKF = duel extended Kalman filter; DKF = duel Kalman filter; LC = linear correlation; NZIF = non zero intercept frequency.

<table>
<thead>
<tr>
<th>Authors</th>
<th>Battery Type</th>
<th>Frequency Range</th>
<th>Measurement Type</th>
<th>Model</th>
<th>RMS bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Beelen et al.[31]</td>
<td>Li-ion</td>
<td>-20 to 50</td>
<td>50 Hz</td>
<td>$Z'$ &amp; $Z''$</td>
<td>MC</td>
</tr>
<tr>
<td>Schmidt et al.[22]</td>
<td>NCA</td>
<td>-40 to 40</td>
<td>10.3 kHz</td>
<td>$Z'$</td>
<td>PF / LS</td>
</tr>
<tr>
<td>Zhang et al.[163]</td>
<td>LNO</td>
<td>-60 to 25</td>
<td>-</td>
<td>$R_{ct} / R_{sei} / R_b$</td>
<td>ECM</td>
</tr>
<tr>
<td>Srinivasan et al.[21]</td>
<td>LFP</td>
<td>-20 to 66</td>
<td>40 Hz</td>
<td>$\phi$</td>
<td>None</td>
</tr>
</tbody>
</table>

8.3 State of Charge

Since the emergence of rechargeable batteries, attempts have been made to develop a system capable of estimating the available capacity. In recent years, much research has focused on improving the estimation of SOC, which is increasingly seen as the most important issue for EVs.[44, 202-204] The SOC of a battery is defined as the ratio of its current capacity ($Q(t)$) to the nominal capacity ($Q_n$).[205] The nominal capacity of a battery is the total amount of charge a battery can store.

$$SOC(t) = \frac{Q_t}{Q_n}$$ (6)

SOC estimation can be regarded as the most important function of the BMS [43, 49, 79, 206] as it describes the current level of energy a LIB has, with the analogy of a ‘fuel gauge’ often being used. Accurate SOC estimates are fundamental in preventing the over-charging or discharging of LIBs, which can cause irreversible damage.[207, 208] Unfortunately, SOC is a parameter that cannot be directly measured. Batteries are nonlinear electrochemical systems that are affected by many consideration such as temperature, ageing and charge /
discharge cycles which makes SOC estimation complex and challenging to implement.[112, 209]

A precise SOC estimate is of particular importance for users of EVs, as it is vital they know how much range is left and when a recharge needs to be performed.[140] Environmental, behavioural and auxiliary (air-conditioning, lighting, windscreen wipers etc.) factors need to be considered when predicting the available remaining capacity. [210, 211] Lots of methods have been proposed to estimate SOC, given its indispensable nature, with CC and OCV measurements being the two most common. In fact, it is not uncommon to have combinations of two or more methods in conjunction with one another. [212] CC, also known as ampere hour counting, is the simplest and most straightforward technique used to estimate SOC. This method measures the current leaving the battery as a function of time to estimate the current capacity. This value, and the previously estimated SOC value is used to estimate the remaining capacity.[120]. The measurement of current is prone to errors and noise. As a result, errors can accumulate over time causing a gradual decline in accuracy. Furthermore, fluctuations in temperature and intensive cycling can influence SOC estimation. Accuracy is highly dependent on the precision of the initial SOC estimate, which is not always guaranteed. Drift and self-discharge can also become an issue after long periods of storage. In spite of this, CC works well with LIBs because of their low self-discharge and leakage current. [107, 120, 213, 214] Enhanced coulomb counters now account for ageing and temperature based self-discharge but still require periodic calibration.

The OCV method is one of the most accurate for measuring SOC however, its practicality in a BMS is limited as an extended time period at OCV is required.[215-217] When measuring the OCV, it is understood that the battery must be disconnected from any load for more than two hours as enough relaxation time is required to reach equilibrium.[218] For this reason its practicality in a BMS is limited due to the long relaxation times required. The OCV-SOC relationship differs between battery chemistries and changes with ageing and temperature.[219-222]. Unlike lead-acid batteries, LIBs do not exhibit a straight-line relationship between SOC and OCV.[44, 223]. This means a small error in OCV will amplify into a large SOC error. To offset these shortcomings, the OCV method is usually used in conjunction with another approach. For example, Mejdoubi et al. used an ECM and an EKF in conjunction with battery OCV to estimate SOC.[224] Recent efforts have been made to reduce
the time required for cell relaxation, from a few hours to few minutes, significantly increasing practical applications.[225, 226]. To deal with these problems, adaptive methods have been applied with the CC or OCV approaches such as neural network (NN) [227, 228], FL [229], adaptive observer [230, 231] and different variations of Kalman filters [79, 232-234]. A large number of factors are necessary to develop and model a battery accurately which in turn increases the computational burden on the BMS. Therefore, a trade-off between the computational load and performance is often made when choosing a suitable SOC estimator.

8.3.1 State-of-Charge Estimation via Impedance

Battery impedance can be used for the recalibration for various battery states including SOC.[235] As a battery cycles, impedance values can change significantly due to external and internal factors. Internal factors include the batteries IT, SOH and SOC while external factors include the environmental temperature, load or charge current and previous usage of the battery.[6] Within specific frequency ranges, the dependence of one function over another becomes negligible, thus allowing important information to be inferred. Impedance has been used to estimate SOC in lead acid, NiMH, NiCd and LIB applications.[81, 235-238] This approach is like the OCV technique in that the SOC – OCV relationship is substituted for an impedance – SOC relationship.[238] However, it is difficult to acquire an independent SOC measurement as impedance is affected by other parameters.[11, 239] Westerhoff et al. used two parameters acquired from EIS (R<sub>CT</sub> and C<sub>DL</sub>) and a simple ECM (Fig. 9a) comprised on only three circuit elements to estimate SOC [96]. SOC estimation accuracy was found to be <5% in the middle range of SOC (30% - 80%) (Fig. 9b); however progressively got worse as the SOC increased.
Carkhuff et al. demonstrated a relationship between the real impedance at 2 Hz and SOC. At low frequencies, the battery impedance is SOC dependent and independent of SOH and temperature.[24] A similar low frequency impedance at two specific frequencies (0.32 Hz and 1.45 Hz) using geometric characteristics of the impedance spectrum was used by Lee and Choi to update the parameters of an ECM in combination with a least-squares fit to generate a SOC value.[240] Since it takes a long time to complete a full frequency EIS scan, this approach can shorten the time required dramatically (~ 70x) by examining just two frequencies and so is much more viable for commercial applications. Ran et al. substantiated the relationship between the maximum frequency of the semi-circle ($f_{\text{max}}$), the phase ($\phi$) at 0.5 Hz and 1 Hz and the equivalent series capacitance ($C_s$) for predicting SOC with each showing a linear trend as a function of SOC. [241] Rodrigues et al. reported a similar relationship between SOC, $f_{\text{max}}$, $C_s$ and the phase between 0.5 Hz to 5 Hz. [25] Cuadras & Kanoun found a relationship between $Z_{\text{mod}}$ and SOC as well as the phase at 40 Hz demonstrating the large number of impedance parameters, both ECM components and specific frequencies, which have an intrinsic relationship with SOC.[242] Table 5 summarises existing studies that have used impedance for SOC estimation. At present, the majority of methods examined use impedance measurements to update an ECM. [95, 102, 243] For example, Wang, Howey, Osaka and Mingant all use ECMs as the basis of their models but use
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different methods to extract the SOC estimate e.g. least squares, particle filtering and Kalman filtering. [102-104, 243] Impedance data used to update an ECM can deliver SOC estimation accuracy’s in the region of > 1 - 5 % error. If we compare this to a comprehensive review performed by Hannan et al., where the SOC estimation accuracy of a multitude of techniques was examined, we find that the average estimation error across 19 different techniques was 3.18 %. [44] Common techniques such as coulomb counting and the different forms of Kalman filter produced average estimation errors in the region of < ± 4 % and < ± 1-4 %. Many learning and adaptive algorithms can achieve high estimation accuracy’s but require large amounts of memory and are computationally heavy. EIS is advantageous as it is a low cost approach that can be easily implemented and can obtain SOC estimation accuracy’s on par and better that other methods.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Battery Chemistry</th>
<th>Part of Impedance</th>
<th>$f$ (Hz) for Model</th>
<th>Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lee &amp; Choi[240]</td>
<td>LiPo</td>
<td>ECM updated using the $Z'$ &amp; $Z''$ at $f$</td>
<td>0.1 Hz – 1 kHz</td>
<td>ECM / LS / PF</td>
<td>Accuracy = 95.77% - 99.15%</td>
</tr>
<tr>
<td>Xu et al.[238]</td>
<td>NMC</td>
<td>ECM</td>
<td>0.3 Hz – 2.1 kHz</td>
<td>FOM / FKF / LS / GSM</td>
<td>Error = ±1 %</td>
</tr>
<tr>
<td>Ran et al.[241]</td>
<td>LCO</td>
<td>$f_{max} / \phi / C_0$</td>
<td>0.25 Hz – 100 kHz</td>
<td>ECM / LS</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Cuadras &amp; Kanoun [242]</td>
<td>LMD</td>
<td>$\phi$ at 40 Hz / $Z_{mod}$</td>
<td>40 Hz – 110 MHz</td>
<td>ECM</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Osaka et al.[243]</td>
<td>LCO</td>
<td>ECM</td>
<td>0.1 Hz – 100 kHz</td>
<td>ECM</td>
<td>Depicted graphically</td>
</tr>
<tr>
<td>Howey et al.[102]</td>
<td>LFP / NMC</td>
<td>ECM</td>
<td>0.1 Hz – 10 kHz</td>
<td>ECM</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Ma et al.[244]</td>
<td>LMO</td>
<td>ECM</td>
<td>-</td>
<td>ECM / FOM / FKF</td>
<td>Max. error = 0.5 %</td>
</tr>
<tr>
<td>Wang et al.[104]</td>
<td>LFP</td>
<td>ECM</td>
<td>0.1 Hz – 1 kHz</td>
<td>ECM / PF / LOOCV</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Study</td>
<td>Battery Type</td>
<td>Impedance</td>
<td>Frequency Range</td>
<td>Estimation Method</td>
<td>Accuracy</td>
</tr>
<tr>
<td>-----------------------</td>
<td>--------------</td>
<td>-----------</td>
<td>-----------------</td>
<td>-------------------</td>
<td>----------</td>
</tr>
<tr>
<td>Rodrigues et al. [25]</td>
<td>LCO</td>
<td>$f_{\text{max}}/\phi$ between 0.1 Hz – 5 Hz / $R_C/C_I$</td>
<td>0.25 Hz – 100 kHz</td>
<td>ECM / LS</td>
<td>Unspecified</td>
</tr>
<tr>
<td>Pizarro – Carmona &amp; Cortes-Carmona [245]</td>
<td>LFP</td>
<td>ECM</td>
<td>0.1 Hz – 1 kHz</td>
<td>ECM / ANN / GA / EKF</td>
<td>RMSRE = 1.19 %</td>
</tr>
<tr>
<td>Mu et al. [246]</td>
<td>NMC</td>
<td>ECM</td>
<td>-</td>
<td>ECM / FOM / GA / UKF</td>
<td>Error = 3 %</td>
</tr>
<tr>
<td>Chen et al. [247]</td>
<td>LFP</td>
<td>ECM</td>
<td>0.1 Hz – 10 kHz</td>
<td>ECM / FOM / HO</td>
<td>RMSSE @ 25°C = 0.037 – 0.076 (dynamic test)</td>
</tr>
<tr>
<td>Westerhoff et al. [96]</td>
<td>NMC</td>
<td>$R_C/C_{dl}/R_o$</td>
<td>0.1 Hz – 100 kHz</td>
<td>ECM / LS</td>
<td>Max. error = 5 %</td>
</tr>
<tr>
<td>Carkhuff et al. [24]</td>
<td>NCO</td>
<td>2 Hz</td>
<td>1 Hz – 1 kHz</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Mingant et al. [103]</td>
<td>LFP</td>
<td>ECM</td>
<td>0.01 Hz – 100 kHz</td>
<td>ECM / LS / PF / LR</td>
<td>Error = 10 %</td>
</tr>
</tbody>
</table>

Table 5. Comparison of studies that have used AC impedance measurements to determine battery SOC; GA = generic algorithm; PS = particle swarm; FO = fractional order; UKF = unfiltered Kalman filter; HO = H-infinity observer; FKF = fractional Kalman filter; GSM = gain scheduling method; FOM = fractional order model; ECC = enhanced coulomb counter; PSO = particle swarm optimization; LOOCV = leave one out cross validation; $C_2$ = equivalent series capacitance; TC = time constants; $Z_{\text{mod}}$ = impedance modulus.

9. Conclusion and Perspective

9.1 Summary

A review of existing studies that use impedance to access the SOC, SOH, IT and fault detection of LIBs has been performed. Detailed information regarding the model, battery chemistry, part of impedance, frequency and accuracy of each EIS estimation method has been listed and compared to existing estimation methods, which to the best of our knowledge is the most exhaustive review of the area to date. We have demonstrated that impedance
information can act as a useful input for a large variety of state estimation models. There are
a multitude of approaches and models in the field that range in complexity with a large
number of papers been published, particularly in recent years, on the topic. This review
summarises existing techniques with particular focus on the EIS metric and model used for
battery state estimation. The conclusions drawn are the following: (1) Impedance is
undoubtedly influenced by a combination of battery SOC, SOH and IT; (2) At certain
frequencies, the influence of one of these parameters is more sensitive than the others, thus,
allowing it to be estimated semi-independently of the others; (3) SOC estimation is dominated
by the use of ECMs, whose parameters are determined via impedance measurements,
whereas SOH and IT tend to use the correlation between impedance elements or specific
frequencies and themselves; (4) Studies estimating the same battery parameter or state often
use different impedance elements or frequency ranges demonstrating the lack of consensus
on the best approach for using impedance for battery state estimation; (6) The use of online
impedance in real-world applications has been proven viable; (7) The accuracy of EIS based
estimation techniques have been quantified and demonstrate comparable estimation
accuracies to estimating techniques. In summary, battery impedance has being shown to be
an effective tool for the estimation of SOH, SOC, IT and fault detection, however significant
issues still remain regarding its practical implementation in onboard applications. Recent
research has shown that incorporating and impedance device in onboard applications is
feasible. For EIS to be a part of a smart BMS, significant research still needs to be directed
towards its integration into existing battery systems. A BMS with onboard EIS will be able to
increase the sensing capabilities and state monitoring accuracy of an energy storage system.

9.2 Challenges

EIS has been shown to be a reliable laboratory based LIB characterisation tool but has
not yet proven its viability for integration in onboard BMSs. In light of this, the challenges
effecting its integration into real world applications must be evaluated. To further advance
the technology towards commercialization, we believe the principle challenge is the actual
embedding of an EIS capable device on existing BMSs. While we have discussed several
studies that have achieved this, for widespread adoption the cost per unit needs to be
reduced. This is particularly relevant for EVs, which contain hundreds of thousands of interconnected batteries. Even a low cost is magnified dramatically when the large number of cells is taken into account. Many researchers have used existing hardware in an EV to measure impedance, which has the benefit of reducing the total cost of implementation. Advanced switching technology between different modules could allow a single EIS device to measure the impedance of multiple batteries but would introduce additional sources of noise. With particular regard to power consumption, for small portable electronics, the level of power required to run an EIS device is critical. Regardless of how much an EIS device could improve state estimation, if the power consumption is too great it will not be commercially viable. Furthermore, the size of such a device is important. In small compact devices such as mobile phones, large amounts of additional space are not present. It is our opinion that significant research already exists for estimating battery states using EIS and that the main hurdle is now the practical implementation. The technical challenges of integrating EIS hardware in onboard applications are vast. Reproducibility of accurate EIS measurements free from noise on larger more complex battery systems has yet to be solved. In an EV, interference from a myriad of external sources, varying environmental conditions, the complex series and parallel networks of cells, and the constant changing state of the battery make onboard EIS challenging to implement. Batteries for EVs have been trending to higher capacities in recent years, with the consequence of having smaller impedances. An impedance device must be sensitive enough to measure the response signal even when a DC bias, multiple times larger than the response signal, is being used. Reducing these effects in an optimal way is key to obtaining accurate EIS data. Most studies have been conducted in laboratory settings. In order to make EIS state estimation a reality, more experimentation is required to validate its use in real-world conditions.

9.3 Outlook

Perhaps the single greatest use for EIS in the coming years will be for the second-life applications of EV batteries. Disposal of the battery pack adds additional costs, waste and environmental damage to the batteries lifespan thus, many envisage a second-life for EV batteries in less intensive applications such as in stationary energy storage. [248] The ability to re-purpose a LIB in a second life application can have a large effect on the economics of
batteries. Feasibility studies have shown that for this to be economically viable, the whole battery pack needs to be used without dismantling and inspecting each cell individually as this will increase the time and cost required for evaluation.\cite{249, 250} On-board EIS analysis could provide the necessary information at a cell level to enable the entire pack to be used with the benefit of leaving all contactors and connections in place, further reducing the cost. Monitoring of individual cells using EIS throughout its entire lifespan could create a digital tag providing accurate historical data, enabling a streamlined transition from one application to another. The application of EIS for use in EVs requires additional research into the modification of instrumentation and measurement to allow its implementation onto existing BMSs. Notable work on the miniaturisation of EIS instrumentation exists, but are still many years away from actual integration in an end-application. Several companies have made significant advancements in developing a chip-scale EIS device. Panasonic recently announced the development of a miniaturised EIS device that can accurately measure the impedance of multiple interconnected cells.\cite{251} Analog devices Inc. offer a commercial EIS device (ADS94X) designed specifically for battery applications. This device includes all necessary hardware to create and measure impedances across a wide frequency range. \cite{252}
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